
Subcategorising DisCoCat for
Creative Light Verb Construction Generation

Lin de Huybrecht
Artificial Intelligence Lab

Vrije Universiteit Brussel, Belgium
lin.de.huybrecht@vub.be

Abstract

The DisCoCat (Distributional Compositional Categor-
ical) framework models language meaning in terms of
both grammar and semantics, thereby offering the trans-
parency required to model human cognition, which neu-
ral methods are currently lacking. Furthermore, DisCo-
Cat incorporates the information flow between words
regardless of their position in a sentence. Additionally,
it offers the ability to compare the meaning of sentences
with a different grammatical structure, which is often
impossible in other compositional distributional mod-
els. DisCoCat has been mainly used for modelling the
semantics of sentences, but not for creative natural lan-
guage generation (CNLG). In this project, we aim at im-
proving the state of the art in NLG techniques which are
grounded in cognitive and linguistic theory. Moreover,
we focus on generating and interpreting light verb con-
structions using an instantiation of the DisCoCat frame-
work.

Introduction
Whilst tools that use statistical methods, like ChatGPT1

and GitHub Copilot2 are capable of seemingly spectacular
tasks, they come with significant disadvantages (Maruyama
2022). Large Language Models and other statistical meth-
ods for natural language processing require a huge quan-
tity of training data and an extensive amount of computing
power. Furthermore, they tend to lack transparency in mul-
tiple ways. First, their internal representations and mech-
anisms are often unclear. Second, the systems are often
closed in terms of availability of the source code, prove-
nance of their training data and extensive documentation.
This lack of transparency often makes it impossible to ex-
plain or verify the output of the systems. However, as will be
discussed later on in this proposal, transparency is key when
one wants to asses the creativity of such a computational sys-
tem. Maruyama (2022) argues that the aforementioned prob-
lems could be resolved with categorical AI, which integrates
statistical AI with symbolic AI. The latter is precisely what
Coecke, Sadrzadeh, and Clark (2010) proposed with the Dis-
CoCat framework (Distributional Compositional Categori-
cal framework). The overall goal of DisCoCat is to repre-

1https://openai.com/blog/chatgpt/
2https://github.com/features/copilot

Figure 1: Diagram of this project’s system.

sent sentences in such a way that they can be compared to-
gether, even if they have a different grammatical structure,
whilst taking into account both their surface form and gram-
mar. DisCoCat has been shown to exceed the performance
of other NLP approaches (Grefenstette and Sadrzadeh 2011;
Kartsaklis and Sadrzadeh 2013). In this project, we will im-
prove the state of the art in creative natural language gen-
eration, expanding the Distributional Compositional Cate-
gorical Framework for creative natural language generation.
We will apply this to the use case of light verb construc-
tions (Figure 1). A light verb construction is a construction
wherein the verb does not carry most of the meaning (e.g.,
“Alice did a revision of her paper.”). Its meaning is “light-
end”, i.e., made less heavy than in a full verb construction
(e.g., “ Alice revised her paper.”).

Background
In distributional semantics, it is assumed that the meaning
of an expression can be derived from the meaning of its
constituents using syntax rules. Hence, word meanings are
obtained by extracting co-occurrence counts from text cor-
pora using an n-word co-occurrence window. However, the
meanings that result from it do not account for connections
between words that fall outside of the n-word window. For
example, when using a five-word window in the text “Pa-
pers that I read which were interesting”, there will be no link
between papers and interesting, even though the text could
be rephrased as “I read interesting papers”. Hence the ap-
proximation to a semantic space given by the co-occurrence
statistics does not suffice to accurately model the order and
combination of words in real language. One should also use
syntactical properties of text. This results in compositional
distributional semantics (Clark and Pulman 2007). Here,
the goal is to combine distributional word vectors into sen-
tence vectors so that sentence vectors can be used to com-



pare sentences in the same way as word vectors. Several
methods for computing these sentence vectors have been
proposed, e.g., addition and multiplication (Mitchell and La-
pata 2008), the tensor product (Clark and Pulman 2007) and
circular convolution (Plate 1991). Coecke et al. (2020) pro-
posed the DisCoCat (Distributional Compositional Categor-
ical) framework, which uses category theory (Eilenberg and
MacLane 1945) to represent both grammar and semantics
and the relation between them. In this framework, sentences
are modelled by using one category for the semantics of lan-
guage (e.g., FVect, the category of finite-dimensional vector
spaces) and one for the grammar (e.g., a pregroup, Preg, or
any other categorial grammar). The meanings contained in
the semantics space are obtained using distributional meth-
ods. The types of the categorial grammar for the grammar
space can be obtained using a part-of-speech-tagger. The
key here is that the two categories share a common structure
(FVect and Preg are both compact closed). This will ensure
that there exists a mapping from the grammar category to
the semantics category so that we end up with a new cat-
egory, i.e., the combination of the grammar and semantics
categories. This results in a truly compositional model.

What does DisCoCat offer that most large language mod-
els do not? First of all, it is transparent and meaning-aware
(Coecke et al. 2022). Once the grammar and semantics cate-
gories are instantiated, every step in the process of construct-
ing meaning representations is interpretable, which is not
the case in most deep learning methods. The relations be-
tween word meanings are explicitly modelled in DisCoCat
(Coecke 2017) and the grammaticality of sentences is ver-
ified via type-reductions. Furthermore, DisCoCat has been
demonstrated to outperform non-compositional models and
n-gram models (Grefenstette 2013) on word-sense disam-
biguation tasks and verb disambiguation tasks (Wijnholds
2020).

Research Objectives
The overall objective of this research project is to study how
DisCoCat can be leveraged for CNLG. More specifically,
we are interested in studying light verb constructions from a
semantics perspective.

Critical analysis of DisCoCat meaning models We aim
at establishing the theoretical foundations for extending Dis-
CoCat for creative NLG. We conduct a thorough study of
existing instantiations of the DisCoCat framework in terms
of their properties and affordances.

Subtyping methods for light verb construction in DisCo-
Cat Categorising language at the level of nouns, verbs and
adjectives is insufficient for NLG due to two distinct aspects
of language: syntax and semantics. For example, “the table
thinks” is syntactically correct, but not semantically. There-
fore, we need a more detailed subcategorisation. In this re-
search project, we will study a more specific sub-problem,
i.e., that of light verb constructions. In this objective, we
aim at formalising the computational mechanisms needed to
build an AI system that uses spectral knowledge represen-
tation to represent the aforementioned subcategorisations.

This will allow for transparent reasoning about language se-
mantics.

Generating Novel and Creative Light Verb construc-
tions using DisCoCat We aim at building novel genera-
tion methods using the new representations obtained in the
previous objective. We build a system (Figure 1) that is able
to map full verb constructions to light verb constructions
(light verb construction generation) and vice versa (light
verb construction interpretation). Additionally, the system
will be extended to create new light verb constructions given
some input which uses full verb constructions.

Evaluation of artefacts created by the system We aim at
demonstrating that the outputs of our work constitute an im-
provement on the state of the art in Computational Creativity
Theory, and/or evaluates why they fail to do so.

Methodology
Synthetic literature survey of relevant domains This
project differs from many doctoral projects in that it has a
strong emphasis on combining different ideas from multiple
research fields: CC, AI, NLG, quantum mathematics (QM),
(cognitive) linguistics, etc. Therefore, we explicitly incor-
porate a work package on conducting a literature survey of
these areas into the work plan.

Extending the DisCoCat model for creative NLG Dis-
CoCat has been primarily used for modelling the semantics
of linguistic expressions. We will analyse existing instan-
tiations of the DisCoCat framework in order to extend it
for CNLG. Additionally, we design the representations for
the subcategorisation that enables the generation of language
that is meaningful in terms of syntax and semantics.

Creative text generation with the semantic meaning
model We replicate the software of (Wijnholds 2020) to
gain a deeper understanding of his methodology. We will
use this implementation as a basis for expanding with sub-
categorisations.

Evaluating the system and its artefacts in the context of
Computational Creativity Theory We evaluate the inter-
nal meaning representations and the generative process. For
the latter, specify new value measures for creativity in the
context of creating in the light verb construction domain.

Dissemination and writing the PhD thesis We gather ex-
ternal comments and feedback by means of conferences,
journal reviews and publications. Finally, we write the PhD
thesis based on our published and submitted work.

Expected results
• An instantiation of the DisCoCat framework that features

subcategorisations of grammatical types at a level that
enables natural language generation such that the output
makes sense on both a grammatical and semantic level.

• A new method for CNLG applied to the generation of
light verb constructions.

• A thorough evaluation of (the output of) the system using
techniques from the CC literature.
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