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Introduction
This research summary outlines my doctoral project. It covers
the work so far, the current project, and what is necessary to
complete the dissertation. The theme of this doctoral project
is rooted in creativity as a social phenomenon. Creativity
does not happen in isolation but requires an environment that
informs the research presented here. The big picture of this
project is how we make machines more socially or context-
aware when performing creative tasks. This is important
because it can allow the machines to be more effective in
producing what we require and rely less on chance to find
something relevant and interesting. Large language models
(LLM) play a key role in this project. Primarily because
language is a powerful technology that compared to other
domains, like images, is more interpretable and easier to in-
struct. Moreover, instruction-tuned models appear to capture
lots of social and cultural information.

In this summary, we will first discuss social creativity and
context. Then the creativity of LLMs and the difficulties with
evaluation, and specifically investigate if temperature is the
creativity parameter. Finally, we will outline the next steps
for this thesis project to introduce context beyond in-context
learning.

Social Creativity and Context
While this project is heavily focused on the creativity of
large language models, ultimately it is rooted in creativity
as a social phenomenon. In the psychology literature, the
importance of society for creativity is widely recognised
(Rhodes 1961; Csikszentmihalyi 1988; Vygotsky 2004). Yet,
when we develop computational creative systems, we are
mainly concerned with generating objects without incorporat-
ing their context. In the past, when evaluating objects, there
has been some success in applying measures from compu-
tational aesthetics to determine novelty and value (Galanter
2012). However, these measures do not account for the social
context (apart from the aesthetic). Fundamentally, machines
are not in the world (Dreyfus 1992) and determining value
this way is hard, especially, since not all information that is
required is present in the object under evaluation.

Social information typically is the information that compli-
ments the main messages exchanged in social groups. Social
information tells us something about context and how to
interpret the information being conveyed (Morin et al. 2021).

Non-verbal communication and social status are impor-
tant when humans assess creativity, however, for artificial
creativity we need to consider social information in the form
of objects that describe or express an opinion about creative
work, such as reviews, comments, or paratexts. We have
specifically explored reviewing and developed a conceptual
model of its process (Brown and Peeperkorn 2023). The
review itself could be considered a creative object, but its
primary purpose is to perform an evaluation and inform other
people about what is and isn’t appealing about the work and
why. Reviews allow, depending on the familiarity of the
reader, to reconstruct the original work without observing it.
Quantifying the usefulness of a review is useful for exploring
emergent behaviours in simulating creative societies.

Before designing and developing strategies and algorithms
to introduce context to the LLM we investigate their creative
capabilities out-of-the-box.

Creativity of Large Language Models
LLMs are without doubt the most impressive generative mod-
els we have seen. They produce high-quality text, excel at
stylistic reproduction, and tap into an immense pool of infor-
mation. They have been characterised as “reasoning”, “sen-
tient”, or “knowing” like humans, yet easily confabulating
in their response, and do not seem to have any sense of self.
We examine these characterisations and discuss what LLMs
can’t do and what they are surprisingly good at (Peeperkorn,
Brown, and Jordanous 2023). LLMs are still susceptible to
traditional issues with AI, probabilities are not knowledge,
and they are not in the world. Nonetheless, LLMs, despite
not being human, have great potential to perform various
creative tasks. We conclude that LLMs are beyond “mere
generation” and perceivable as creative, but we may need to
reassess some frameworks for creativity evaluation.

We presented a philosophical debate on the creativity of
LLMs and briefly examined the creativity of LLMs using
well-known Computational Creativity frameworks. In prac-
tice, LLMs are freakishly hard to rigorously evaluate and to
generalise any findings. Often it is unclear what the exact
prompt or parameters are, and it is usually difficult to inter-
pret benchmark results. For example, it seems that LLMs
struggle with multiple choice questions, even though this
task is part of many benchmarks (Khatun and Brown 2024).
In the next section, we perform a creativity evaluation of



LLMs on a narrative generation task to explore the effects of
temperature on its creativity presenting a methodology based
on prototype theory (Rosch et al. 1976) and exemplar theory
(Medin, Altom, and Murphy 1984).

Temperature as the Creativity Parameter
Naturally, LLMs found use for many creative tasks. One
claim in particular which is often alluded to primarily in
mainstream media, but also in scientific communities, is that
temperature can make models more creative (e.g., (Roem-
mele and Gordon 2018; Chen and Ding 2023)). We inves-
tigate this claim using a narrative generation task with a
predetermined fixed context, model and prompt (Peeperkorn
et al. 2024). Specifically, we present an empirical analysis of
the LLM output for different temperature values using four
necessary conditions for creativity in narrative generation:
novelty, typicality, cohesion, and coherence. We find that
temperature has a weak correlation with novelty, and unsur-
prisingly, moderately correlated with incoherence, but there
is no relationship with either cohesion or typicality. However,
the influence of temperature on creativity is far more nuanced
and weak than suggested by the “creativity parameter” claim;
overall results suggest that the LLM generates slightly more
novel outputs as temperatures get higher. Finally, we discuss
ideas to allow more controlled LLM creativity, rather than
relying on chance via changing the temperature parameter.

From this work, it became clear that more is needed for
them to behave creatively, and the signs pointed towards the
decoding strategy, which is responsible for making the LLM
behave naturally in the first place.

Context Decoding
In this chapter of the thesis, we will loop back to social cre-
ativity, context, and reviewing as a creative task (Brown and
Peeperkorn 2023). It is my current focus and still a work in
progress. The default approach of providing contextual infor-
mation to large language models is to use in-context learning
(Brown et al. 2020). While this has been very effective, it’s
often difficult to control for more complicated tasks, such
as narrative generation. It is not clear or easy to determine
what the effect is of providing examples. Moreover, if you
would want the LLM to write a poem not in the style of Walt
Whitman, then it has trouble with understanding what not
Walt Whitman means. The next chapter of the doctoral project
will be to develop a strategy where we move the contextual
information from the prompt to the decoding step. In theory,
by reshaping the sampling probability distribution, we could
add or subtract information in very specific ways.

Next Steps
The natural continuation of the work in the previous section
is to apply the approach to various creative tasks and explore
a combination with locally typical sampling (Meister et al.
2023). Generative AI excels at aggregating vast amounts of
data into an efficient model, that can produce high-quality,
yet interpolated outputs. How can we make LLMs find inter-
polations that are novel, yet interesting and of high quality?
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