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Abstract

Emotion is vital to information and message processing,
playing a key role in attitude formation. Consequently,
creating a mood that evokes an emotional response is
essential to any compelling piece of outreach commu-
nication. Many nonprofits and charities, despite having
established messages, face challenges in creating ad-
vocacy campaign videos for social media. It requires
significant creative and cognitive efforts to ensure that
videos achieve the desired mood across multiple dimen-
sions: script, visuals, and audio. We introduce Mood-
Smith, an AI-powered system that helps users explore
mood possibilities for their message and create advo-
cacy campaigns that are mood-consistent across dimen-
sions. To achieve this, MoodSmith uses emotive lan-
guage and plotlines for scripts, artistic style and color
palette for visuals, and positivity and energy for au-
dio. Our studies show that MoodSmith can effectively
achieve a variety of moods, and the produced videos are
consistent across media dimensions.

Introduction
Emotion is vital to information and message processing,
playing a key role in attitude formation (Barrett 2016). Con-
sequently, creating a mood that evokes an emotional re-
sponse is essential to any compelling piece of outreach com-
munication. Public Service Announcements (PSAs), aiming
to impact public behavior and awareness, often utilize mood

to create persuasive and impactful communications (Dillard
and Peck 2000). Different emotional appeals can lead to
varied reactions from the audience, with moods like fear,
sadness, disgust, and hope each playing a unique role in
motivating behavioral change. For example, while fear can
prompt reconsideration of risky behaviors, hope may foster
a commitment to behavior change (Dillard and Nabi 2006).

Nonprofits and charities often have messages they want
to share and would like to use short social media videos for
outreach. In these videos, the organizations aim to target
certain moods that will urge the audience to empathize with
their cause or take action. However, it is difficult to effec-
tively explore the design space of advocacy campaign videos
that consistently achieve a target mood. Ensuring consis-
tency across various dimensions—such as the script, visuals,
and audio—is a challenging task that carries a significant
creative and cognitive load. Achieving a consistent mood
demands not just initial concept alignment but also careful
attention to detail throughout the process. Every compo-
nent, from the script’s language choice and the visual color
scheme to the background music’s tone, must work together
to effectively evoke the desired emotional response.

Generative AI has the potential to help explore multiple
moods and achieve the target mood for a given message.
Incorporating mood-relevant stylistic parameters during AI
creation helps. Specifically, we can utilize emotive language
and plotlines for the script, artistic style and color palette for



visuals, and positivity and energy for audio. Generative AI
can provide suggestions, but it faces challenges in maintain-
ing coherence and accuracy. Humans must be involved in
the process to guide and edit the generations.

We present MoodSmith, an AI-powered system that helps
users explore mood possibilities for a given message and
create advocacy campaigns that are mood-consistent across
each dimension. By leveraging key video storytelling tools,
such as narrative structure, evocative imagery, and music,
across three stages: Script Generation, Visual Generation,
Music Selection and Video Preview, users can explore and
achieve a variety of moods to deliver their message.

This work provides the following contributions:

• A structured prompting technique to produce text, images,
and music to achieve a consistent mood for short videos.

• MoodSmith, an interactive human-AI workflow to help
non-profits and charities create advocacy campaigns.

• Studies showing that MoodSmith can effectively achieve
a diversity of moods, and the produced videos are consis-
tent across media dimensions.

Related Work
Emotion plays a vital role in human information process-
ing and significantly influences the actions humans under-
take (Barrett 2016). The circumplex model of affect (Pos-
ner, Russell, and Peterson 2005) is a fundamental frame-
work within psychology that elucidates critical dimensions
of emotion—valence and arousal. While valence captures
how positive or negative the emotion is, arousal measures
the degree of activation that the emotion entails. In this
model, the two dimensions help define a plane that expresses
nuances in how emotions differ. This helps explain how dif-
ferent emotions impact human behavior. For example, fear
is characterized by negative valence and high arousal, com-
pelling people to take action, such as “fight or flight”. In
contrast, the experience of depression, though also marked
by negative valence, is associated with low arousal, result-
ing in a lack of motivation to engage in escape behavior.
Positive emotions can also have different arousals. Calm or
contentment is positive but has low arousal. Excitement is
positive but has high arousal—leading to actions like start-
ing a company or donating money.

In the field of literature and cinematic arts, creators often
evoke feelings or emotions in the audience by carefully cre-
ating the mood of their work (Hogan 2011; Phillips 2009).
Creating a mood is a complex art that requires the careful
arrangement of various elements to elicit the desired emo-
tional response. For example, suspense in a drama can be
achieved through dim lighting, tense music, tight frames in
a movie, or ominous language and unresolved conflict in lit-
erature. Creating a particular mood is a creative challenge
that requires a nuanced and comprehensive approach.

The strategic use of moods in PSAs has been explored in
the field of communication. Research has delineated how
distinct emotions, when evoked through PSAs, can facil-
itate different types of reactions and actions among view-
ers (Dillard and Peck 2000). For example, in cancer preven-
tion PSAs, fear highlights risks, sadness encourages reflec-

tion on the consequences of inaction, disgust creates neg-
ative associations with risky behaviors, and hope inspires
action seen as unattainable (Dillard and Nabi 2006). The
valence of moods influences the effectiveness of PSAs. For
example, a study on road safety PSAs highlights the effec-
tiveness of positive emotional appeals in promoting health
behaviors (Lewis et al. 2007). Levels of arousal also impact
the effectiveness. For example, experiments have found that
smokers tend to dismiss anti-smoking PSAs that are overly
fear-inducing (Keller 1999). It is, therefore, important for
PSA creators to explore a variety of moods and craft content
tailored to elicit the intended mood.

AI is a powerful creative tool that can manipulate nar-
rative elements to impact emotion and mood. Many HCI
works have explored such AI applications. For example,
AngleKindling (Petridis et al. 2023) aids in finding news
angles from press releases, enabling journalists to trans-
form positive press leads into negative controversies; Tale-
brush (Chung et al. 2022) and Dramatron (Mirowski et al.
2023) construct a story through a narrative arc, detailing the
main character’s ups and downs; ReelFramer (Wang et al.
2024) assists in reframing a news article into a positive and
upbeat social media reel. In terms of visuals, MayAI (Koch
et al. 2019) helps users create a mood board by suggesting
images based on semantics, color, saturation, and bright-
ness; EmoG (Shi et al. 2020) aids in generating charac-
ter designs with varying emotional expressions and inten-
sities. For audio, Cococo (Louie et al. 2020) supports music
generation according to emotional quality, such as minor vs
major tones; An automated generation system (Rubin and
Agrawala 2014) creates emotionally relevant music scores
for the speech of audio stories, spanning four basic emo-
tions: happy, sad, nervous, and calm. MoodSmith aims to
establish a human-AI workflow to create an advocacy cam-
paign that amplifies a message in three formats: script, visu-
als, and audio. It helps users explore a diverse set of moods
and ensure mood consistency within and across the modals.

System

A popular type of social media campaign is the slideshow-
like animated reels (Cavender 2023). These reels are heavily
driven by images, with scripted texts on screen and accom-
panied by trending music. We explored using generative AI
to craft texts, images, and audio that work together to create
such reels to communicate the public service message.

We introduce MoodSmith (see Figure 1), a three-stage AI-
powered system that helps users create short-form advocacy
campaign videos for an input message. The stages include:
1) Script Generation, which primarily focuses on refining
the mood of the video’s narratives, 2) Visual Generation,
which allows the user to generate images to achieve a partic-
ular mood, leveraging art style and color suggesions, and 3)
Music Selection and Video Preview, which provides music
options to align with the mood of the rest of the media.

The system was implemented in React, and it is powered
by GPT-4 (text2text, img2text) (OpenAI 2023), Stable Dif-
fusion (text2img, img2img) (Rombach et al. 2021), Senti-



Figure 1: MoodSmith supports users in creating short advocacy campaign videos for a given message and target mood. It
consists of three stages: Script Generation, Visual Generation, Music Selection and Video Preview.

ment (AFINN-based sentiment analysis)1, string-similarity-
js (Sørensen–Dice coefficient-based string comparison)2,
and the Spotify Web API3. The prompts used can be found
in the Appendix. To demonstrate the workflow, we describe
an interaction a user may have with the system.

Initial Input
To begin creating an advocacy campaign, the user inputs
1) audience, 2) problem, 3) actionable solution, 4) desired
mood. These inputs were chosen to align with the goals of
many advocacy campaigns—to motivate the audience to ac-
tion. For example, if a conservation organization in NYC
wants to inform people to keep their cats at home to preserve
birds, their inputs can be as follows: 1) audience: cat own-
ers in NYC; 2) problem: pet cats cause the loss of 2.4 billion
birds each year in the US; 3) actionable solution: keep pet
cats indoors; 4) mood: calm.

Note that in this step, there is also an optional choice to
upload images to incorporate. If the user wishes to integrate
existing media or is particular about image accuracy, such
as a conservation organization that wants to ensure an ac-
curate representation of a specific species, they can choose
to upload their own images. For each user-uploaded image,
GPT-Vision provides a brief description of the image con-
tent that the user can adjust for accuracy. This description
is used to integrate the uploaded images in an appropriate
context later in the video-making process.

Stage 1: Script Generation
From the inputted information, the system generates a script
using GPT-4. The script is composed of a series of scenes.
Every scene includes text content, an image description, and
a suggested narrative goal to achieve (see Figure 2). Ad-
ditionally, each scene is assigned an initial positivity score

1https://github.com/thisandagain/sentiment
2https://www.npmjs.com/package/string-similarity-js
3https://developer.spotify.com/documentation/web-api

Figure 2: An example scene in Stage 1: Script Generation.

ranging from 0 (most negative) to 100 (most positive). Here,
positivity refers to the “valence” value of each individual
scene. The positivity score is calculated through sentiment
analysis on both the text and the image description. AFINN-
based analysis was chosen in favor of GPT-4 prompting due
to its well established use, and to ensure consistency across
generations.

The Script Generation stage is used as an establishing
step: the user ensures that the foundational structure of their
video—the narrative established by the on-screen text and
image descriptions—aligns with their desired mood, before
generating visual and aural components. The user can eval-
uate the positivity level of the script using the color-coded
positivity scores. The narrative goals summarize the objec-
tive of each scene, allowing the user to quickly determine
whether or not each beat of the narrative arc, or “plot”, of
the video aligns with their desired mood. For each scene,
the user can edit the positivity score and narrative goal be-
fore regenerating the text content and image description. For
example, if the user attempts to achieve a hopeful mood, and
the final scene generated has a positivity score of 70 and a
narrative goal of “Describing next steps”, the user may ad-
just the positivity score to 90 and narrative goal to “Imagin-
ing a brighter tomorrow”, to further underline the intended
mood. These two levels of customization influence 1) the
positivity of the word choice and 2) the story structure, two



Figure 3: An example sequence of images in Stage 2: Visual
Generation. The mood is “calm”. The art style is “Chinese
Watercolor Painting” with “soft, soothing colors”.

Figure 4: Examples of art style and color recommendations
for three moods: depressed, contented, and angry.

key stylistic elements that influence mood of text.
User’s uploaded images (if any) are incorporated into the

script: the description of each uploaded image is compared
to each scene’s generated image description using string-
similarity-js. In the scene with the closest match, the scene
image description is replaced with the uploaded image de-
scription. The replacement is done so the user is aware
where their uploaded images will appear in the next stage.

Stage 2: Visual Generation
Once the user is satisfied with the script, the system helps
them generate a sequence of images to convey the scenes
and the mood visually (see Figure 3).

The mood of the images is controlled through the choice
of art style and color. Although subjective, many art styles
contain certain traits that tend to evoke specific emotions.
For example, the stark, abstract shapes of German Expres-
sionism are rife with tension and discomfort. Similarly, col-
ors is vital in emotional perception—while bright, saturated
colors carry high levels of energy, pastels bring a sense of
calm. These two dimensions can transform the mood of
images and are important tools for the user. The system

Figure 5: An example preview in Stage 3: Music Selection
and Video Preview.

suggests three art styles and a color palette to use for the
images (see examples in Figure 4). It assesses the script’s
sentiment—from strongly negative to strongly positive—
based on the average positivity score of the scenes. Based on
this score and the inputted mood, the system then asks sug-
gestions from GPT-4. This is to ensure the system accounts
for the user’s original vision and any adjustments they made
in the previous Script Generation stage.

The user can select or regenerate art style and color sug-
gestions. After making a selection, the system generates
images for each scene. These images are created by in-
putting the chosen art style and color, along with corre-
sponding image descriptions (determined during the previ-
ous Script Generation stage), into Stable Diffusion’s text-
to-image endpoint. To ensure that the editing process does
not “erase” their inclusion, the uploaded images (if any) are
reintegrated into the generation. This is again achieved by
using string similarity on the descriptions to determine their
placement. The user-uploaded images are then restyled us-
ing the image-to-image endpoint. Each image is then ren-
dered in a 19.5:9 aspect ratio to match a mobile video for-
mat, with each scene’s on-screen text overlaid on it. The
user can click on each image to see three other generations
to choose from to explore other options.

Each scene’s visuals are topped with a color-coded label
to indicate the positivity score and narrative goal that was
established in the previous Script Generation stage. This
allows users to quickly compare the visuals to the estab-
lished positivity and narrative goal of the scene to evaluate
the mood consistency between dimensions. At any point, the
user can generate and assess new art style and color recom-
mendations. The user also has the option to edit individual
image descriptions and regenerate or restyle the images (if
they want to preserve the core content of the images).

Stage 3: Music Selection and Video Preview
In the final stage, the user can choose music that is con-
sistent with the mood and popular on social media. They
can also preview the final video alongside the selected mu-
sic (see Figure 5).

The system recommends songs that are most consistent
with the mood of the rest of media from a popular song col-
lection. The song collection is retrieved from a TikTok Top



Hits playlist4 via the Spotify API. The API provides a “va-
lence” value and an “energy” value for each song. The sys-
tem recommends songs that have the smallest distance with
the target score of “valence” and “energy”. The target “va-
lence” value is the average positivity score of all the scenes
(normalized to a value between 0-1). The target “energy”
value is the original inputted mood’s energy value evaluated
by GPT-4, between 0 (extremely calm) and 1 (extremely ex-
cited). By using the positivity score established in the previ-
ous stages, and the mood used throughout, the system prior-
itizes the consistency of the suggested song with other video
elements. The user also has the option to rank the songs
based on popularity, where the system organizes the songs
from the highest Spotify popularity score to the lowest.

After selecting the music, the user can click the “Preview
with Audio” button to view their video. Each scene’s visuals
will display for a period of time recommended by GPT-4. As
always, these values are editable, and can be accessed in the
Timeline display. The Timeline provides a quick overview
of the video, displaying each scene’s image, duration, and
positivity score, providing the user a basis for evaluation. It
is placed to the left of the Video Preview for easy reference.

Technical Evaluation
To measure the effectiveness of MoodSmith’s workflow, we
conducted a technical evaluation that focuses on three di-
mensions: 1) accuracy: the ability to achieve the mood
specified in the input; 2) consistency: the ability to create
videos that are consistent in mood across dimensions (text,
imagery, and audio); 3) clarity: the ability to generate videos
that achieve moods clear to audience. We compared the lat-
ter two dimensions with a baseline workflow that did not
include the key mood adjustment features of MoodSmith.

Data Collection
For our technical evaluation, we selected 8 moods, ensuring
that each is distinct and spanned evenly across the valence-
arousal spectrum, as illustrated in Figure 6.

We generated 16 videos with the key mood adjustment
features of MoodSmith. We call these videos “with-mood”
generations. 8 videos used one message (M1) as the input,
and the other 8 used another (M2). (See content of M1 and
M2 in Appendix.) Within each message set, 8 moods were
represented (one for each video). During the generation,
choices of art style and color were taken from the first set
of suggestions by the system, and the choice of music was
taken from the top 8 songs recommended by the system.

As the baseline, we generated 16 videos (8 M1, 8 M2, one
mood for each) without the key mood adjustment features
of the system. We call these videos “without-mood” gen-
erations. The baseline workflow is similar to that of Mood-
Smith in all possible ways, except in baseline, mood was not
incorporated in any of the prompts inputted to the LLM (see
Appendix). During the generation, art style and color rec-
ommendations were removed, and the final song was chosen
at random. For all videos, on-screen text and image descrip-
tions were minimally edited for accuracy and coherence.

4https://open.spotify.com/playlist/65LdqYCLcsV0lJoxpeQ6fW

Figure 6: Moods used in our technical evaluation.

Participants and Procedure
To evaluate the generated videos, we recruited four anno-
tators (average age=22.3; 4 male) through word-of-mouth.
The annotators were active on social media and consumed
video content daily. Each was asked to complete a survey
that covers half of the generated videos. Each video is anno-
tated by two different annotators. The order of the videos
in the survey were randomized in terms of the with- and
without-mood conditions. In the survey, annotators were
asked to watch the videos and identify the mood of the text
of the video, the imagery of the video, the music of the
video, and the overall video. To identify the mood, anno-
tators were given multiple-choice options of the 8 moods
and “unclear”. Annotators were compensated $25. Their
answers were used to inform the findings below.

Findings
MoodSmith produced videos that were reasonably accu-
rate to the intended mood. For each video, two annota-
tors provided the overall mood identifications. From the an-
notations, we calculate the exact match accuracy, valance
match accuracy and arousal match accuracy. They are deter-
mined by whether at least one annotator correctly identifies
the video’s mood as the target mood, a mood with the same
valence, or a mood with the same arousal level. For exam-
ple, if the target mood was “calm”, but an annotator selected
“tired” or “depressed”, it would qualify as an accurate re-
sponse under an arousal match because of the shared “low
arousal” between the moods; however, these would not qual-
ify under exact match. If the annotator selected “contented”
or “delighted”, it would qualify under a valence match.

Overall, 37.5% of the videos were accurately categorized
under an exact match. 75.0% and 56.2% of the videos were
accurate under a valence match and an arousal match, re-
spectively. Choosing one mood from eight possible options
(plus “unclear”) is a challenging task for annotators who are
not familiar with the valence-arousal theory. Understand-
ings and associations with specific moods are highly per-
sonal and subjective. For instance, some annotators asso-
ciated “tired” (defined to have neutral valence) with a sig-
nificantly more negative valence, or “content” (defined to
have neutral arousal) with lower arousal. This highlights



the subjective nature of mood perception and the complexity
of accurately categorizing mood-based content. Consider-
ing these challenges, the match accuracy results demonstrate
that MoodSmith can reasonably capture the target mood.

MoodSmith produced videos that were more mood-
consistent across channels than the baseline. For each
video, we calculated a consistency score as follows: for each
annotator and for each channel’s mood assignment (text, im-
agery, audio), one point was given for every exact match
with the overall video mood assignment; a half point was
given for a mood assignment that shared the same valence or
arousal as the overall video mood assignment. The highest
possible consistency score is 3, representing an exact match
for all three dimensions.

The average consistency score for a without-mood video
was 1.02 (SD=1.05), indicating that the annotator’s final
choice in determining the video mood was largely informed
by the mood of only one channel. The average consistency
score for a with-mood video was 1.61 (SD=1.02), showing
that the with-mood videos often have at least two mood-
consistent channels. Under a t-test, this result is shown to
be highly significant, with a p value of 0.03 (<0.05).

MoodSmith produced videos that achieved greater clar-
ity of mood than the baseline. Overall, the without-mood
videos had 14 “unclear” identifications, which account for
43.8% of the total. Meanwhile, the with-mood videos
recorded 7 “unclear” identifications, representing 21.9% of
their total. This indicates that videos produced with key
mood adjustment features of MoodSmith were more likely
to convey a clear mood than the baseline. The 50% reduc-
tion in “unclear” identifications illustrates the effectiveness
of MoodSmith in enhancing the emotional conveyance of
videos. Through its key mood adjustment features, Mood-
Smith has demonstrated its capability to refine and intensify
mood portrayal, making videos more clear and understand-
able from an emotional perspective.

User Study
Our technical evaluation has demonstrated MoodSmith’s ca-
pability when automated. We believe that with human cre-
ators involved in the process, the results will be even better.
To determine MoodSmith’s ability to support users in creat-
ing advocacy campaigns, we conducted a user study involv-
ing five participants with experience working in nonprofit or-
ganizations. Each was asked to create two videos regarding
an issue they felt passionate about with two distinct moods.

Participants and Procedure
We recruited five participants (average age=23.0; three fe-
male, two male) with a background working in non-profit
organizations in either a professional or volunteer capacity.
Two participants held full-time positions at a non-profit or-
ganization at the time of the study, and four participants re-
ported having over three years of highly involved experience
at a non-profit organization. In terms of their experience of
using generative AI, one participant reported working with
generative AI tools daily, two working with them a few times

a month, one working with them a few times a year, and one
had never used them before.

Each participant had the goal of creating two videos with
two distinct moods on a topic of their choice. For the first
video, the participant received instructions from the facilita-
tor regarding how to use the system. Along with inputting
their own desired message, they were shown a few examples
of moods (happy, sad, calm, disappointed, angry) and then
chose a mood of their own. Once they were satisfied with
their video generation, we conducted a semi-structured in-
terview regarding their experience. For the second video, the
participant was instructed to use the exactly same message
as the first video, but to choose a new mood they believed
was substantially different from their first choice. Once they
were satisfied with their second video generation, another
semi-structured interview was conducted, and the user filled
out a survey to reflect on their outputs and experience with
the system. The survey contains questions of helpfulness
scores of specific features, NASA TLX (Hart and Staveland
1988) and user’s scores of their final outputs. The study was
around 45 minutes. Participants were compensated $25.

Findings
MoodSmith allowed participants to easily explore a di-
verse range of moods and create videos to achieve the
moods. During the study, participants explored a variety
of moods, including desperate, excited, content, depressed,
energetic, hopeful, happy, and tranquil. When asked how
much they agreed with the statement “It was easy for me
to explore many different moods for my video without te-
dious, repetitive interaction.”, participants provided an aver-
age score of 6.0 out of 7 (SD=1.10). P4, who gave a score of
4, agreed that it was “relatively easy to change the mood”
by altering the initial input; however, they had to “continue
making adjustments to match the intended mood.” Partici-
pants found the system easy to use—as P5 commented “The
linearity of the process made it very intuitive. It’s one of the
most easy-to-use AI systems I’ve worked with.”

Specifically, participants found the positivity score and
narrative goal features very helpful in supporting them to
achieve their creative goal. The positivity score feature
achieved a score of 5.8 out of 7 (SD=0.75) in terms of help-
fulness. All users referenced positivity scores as they eval-
uated the quality of the script, visuals and music—P1 com-
mented “I find them [positivity scores] very helpful as a ref-
erence point.”, and noted that they were helpful in evaluating
whether or not the overall video was achieving the desired
mood. The narrative goal feature received an average help-
fulness score of 6.6 out of 7 (SD=0.49). Four out of five par-
ticipants mentioned they used the narrative goal as a tool to
clarify the motivation of specific scenes in the script. They
were impressed with the accuracy of the generated results
and how it integrated into the script. The specific helpfulness
of other features related to the image and audio dimensions
will be discussed in the next section.

With the system, users were able to explore two moods
with relatively little effort (3.0/7, SD=0.98) and mental de-
mand (2.2/7, SD=0.75) while completing their task of cre-
ating two advocacy campaign videos with an average self-



Figure 7: Average scores on mood accuracy and contribution
of each dimension to mood from the user study survey.

assessed success of 4.8/7 (SD=0.98). Four out of five partic-
ipants assessed their success as 5 or above out of 7. Next, we
delve deeper into users’ perceived success in achieving their
intended mood across different dimensions of the video.

MoodSmith supports users in creating videos that accu-
rately achieved their intended moods and were consis-
tent across text, imagery, and audio. When asked how
accurately the final videos achieved their desired mood, four
participants gave a score of 5 and above. The average score,
5.4 (SD=0.80), out of 7, indicates that the final generations
were consistent with the users’ intended moods. P2, who
provided a score of 4/7 on this question, noted that some
moods could be achieved more successfully than others, ex-
plaining that “The first mood (contented) was accurately re-
flected and provoked peaceful feelings, while the second time
(desperate) did not convey desperation, but [the second one]
did provoke strong feelings in a way the first one did not.”
All five participants mentioned that the final videos pro-
duced by MoodSmith would be helpful in the advocacy cam-
paign crafting process. P5 mentioned “It would be strong at
creating drafts on the fly that accurately capture the mood
and narrative of an advocacy campaign, while roughly ap-
proximating the images.” Participants agree that human ed-
its are still needed to add the personal touch to the campaign.

When asked how significantly each dimension (text, im-
agery, and audio) contributed to the mood, all were shown to
be positive contributors. Text received an average score of
5.2 (SD=1.33), imagery a score of 6.2 (SD=0.75), and music
a score of 5.6 (SD=1.85), all out of 7 (see Figure 7). From
these scores, we can see that each dimension was consistent
with the user’s intended mood.

Text provided the necessary structure for the other dimen-
sions’ expression. P2 believed that the text contributed to
the mood, scoring it a 5/7, but it was “outshined by what the
art’s color and style contributed”. P5 agreed with this sen-
timent, also providing a score of 5/7, explaining that “text
helped with understanding the narrative of the images”, but
“I don’t think the text itself conveys as much to the viewer as
opposed to the images and music.”

Images were the most impactful dimension in influencing
mood. Participants noted that the art styles were appropriate
and were key to delivering the video’s narrative. For ex-

ample, P2 pointed out that “the color palettes and art styles
helped contextualize the captions.” P5 also commented “Im-
agery really helped to solidify the problem and solution we
are looking for in the campaign.” However, existing context
and associations with art styles occasionally worked in op-
position to the user’s messages. For example, P4 mentioned
the style they chose (Art Deco) “ultimately didn’t work for
the video because it is associated with a certain time period,
while the issue the video was about was not relevant to that
time period.” P3 also expressed interest in images that could
“capture a more ‘serious’ atmosphere while still achieving
the intended mood”, suggesting “there should be a more re-
alistic option available.”

Music was an influential but polarizing dimension. Songs
provided in the system were collected from popular TikTok
audios, a genre that may not equally represent the spectrum
of mood. P2, who scored a 4/7 on accuracy to mood and
a 2/7 on music’s specific contribution to mood, noted: “I
would have preferred to have music options with no sound,
or songs that were not super popular because it distracts
from the message [of the video], especially if I had already
heard the song before.” Participants who provided a high
score for the music’s contribution echoed this sentiment:
“The music selection was very accurate for energetic, and
decent for tranquil...maybe there are fewer tranquil TikTok
famous songs?” (P1). Due to the above reasons, when asked
if the recommended music was accurate, the results were
split with an average of 4.2 (SD=0.98). Still, most users
considered music one of the most influential factors in mood
with four out of five participants scoring it a 6 or above (out
of 7). During the study, many noted that the addition of mu-
sic feels like it can completely change the mood of the video.
As P5 pointed out, “When the music works for the video...it
contributes significantly to the mood.”

Suggestions on future improvement During the inter-
view, participants provided suggestions for future improve-
ment of MoodSmith. First, as P4 suggested, further inves-
tigation is needed to adapt the art style recommendations to
address contradictions based on time periods, such as those
related to technology or ethnic representation. Additionally,
P1, P2 and P5 mentioned that a broader range of music styles
would help achieve a wider variety of moods and provide
the correct ambiance for more professional settings. P3 and
P5 have also suggested exploring mechanisms to allow for
shifting moods within a single video, which presents a sig-
nificant opportunity for future development. Implementing
this could involve developing dynamic transition tools that
blend visuals and audio, enabling creators to evolve the over-
all mood naturally as the narrative progresses.

Discussion
MoodSmith helps users create short video advocacy cam-
paigns that are consistent in mood across various media di-
mensions. Our studies show that MoodSmith enables partic-
ipants to explore a variety of moods easily and create videos
that effectively convey these moods. Emotional narratives
are powerful in outreach communication. However, non-
profit organizations and charities often need to rely on their



social media teams (some may not even have such support)
to create these compelling outreach artifacts. With the ad-
vent of generative AI, it is possible to democratize such cre-
ation among people who did not have a design background.
Generative AI serves as an effective prototyping tool—it can
generate numerous ideas and drafts in a very short time.
This opens up new avenues for storytelling and campaign
messaging, particularly for smaller organizations with lim-
ited resources. By leveraging generative AI, they can craft
compelling campaigns that resonate with their audience, ul-
timately enhancing their impact and outreach. However, AI
responses are not always accurate or useful, the challenge
lies in how to build workflows around generative AI that
people find useful and powerful.

Exploring mood in the development of creative artifacts is
a promising area. As technologies evolve, there is an oppor-
tunity to better understand and predict the emotional impact
of various media forms. This understanding can then be ap-
plied to enhance the creative process, not only in short video
production but also across a wide array of content creation,
such as digital storytelling and interactive design. Future
research may focus on the development of tools that em-
power users to integrate complex emotional narratives into
their work. These tools could incorporate adaptive interfaces
that respond to the creator’s emotional intent to tailor content
in real time based on the audience’s emotional responses.
The integration of mood exploration into the content cre-
ation tools can potentially transform the way stories are told
and experiences are crafted, fostering a richer, more empa-
thetic connection between creators and their audiences.

Conclusion
This paper presents MoodSmith, an AI-powered interactive
system that enables users to create short video advocacy
campaigns that are mood-consistent in text, visuals and au-
dio. The system leverages key video storytelling tools, such
as emotive language and plotlines for text, artistic style and
color palette for visuals, and positivity and energy for audio.
Our studies show that with MoodSmith, users can explore
and achieve a variety of moods to effectively deliver their
message. We discuss future work on mood exploration in
the development of creative artifacts.
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Appendix
System Prompts
Prompt to Generate Script I am making a PSA inform-
ing + audience + about the problem that + problem. Ad-
ditionally, I want to inform them that this problem can be
addressed when + action. Please provide an example de-
scription of such a video, making sure to follow key emo-
tional beats that are + mood. The video should follow a
narrative arc, and the narrative goal (for example: Intro-
duction, fostering connection, inspiring action...) of each
section should be labeled in under three words. Follow
this format, and make sure to start every section with ***
- VISUAL DESCRIPTION: [description of the imagery on
screen] TEXT: [text on screen] DURATION: [approximate
time of this scene] EMOTIONAL GOAL: [Emotional goal].
This video will be made for social media and should be un-
der 45 seconds.

Prompt to Regenerate Specific Scene Using this script as
context: + script, can you replace SCENE + index + scene
to be filled with a scene that achieves the goal of + scene
narrative goal? It should generally have a + mood + mood.
Make sure the text makes sense in the context of the text in
the scenes before and after. Also, make sure to follow the
format of the other parts of the script: ***TEXT: [onscreen
text] IMAGE DESCRIPTION: [image description]. Only
return the information for this one scene.

Prompt to Generate Art Recommendations Image
Generation: art style + color + illustration of + image de-
scription

Art Style What are words I could use to describe a + mood
+ mood that is also + average positivity score to word? For
each word, can you provide an art style, movement, or il-
lustration style that is generally representative of that word?
You don’t have to use traditional movements - feel free to
be inspired by children’s storybook styles, animated styles,
styles from advertisements, architecture, and more. Start
each item of the list with * and follow this format * Word:
Style | Explanation. For example, entries could be * Uplift-
ing: Minimalist Scandinavian Design | typically uses clean
lines, neutral color palettes, and natural elements to create
a positive and cozy environment that inspires wellness and
simplicity *Exciting: Action Comic Book illustration in the
style of Marvel | this style uses bold and sharp lines, colors,
and visual effects to display dynamic action-packed scenes.
Please provide three entries and keep the description under
20 words.

Color Palette On a scale of 0-100, 0 meaning “com-
pletely calm” to 100 meaning “very excited,”, rank this
mood: + mood. Then, using this assessment, provide a de-
scription of colors that could accurately capture this mood.
For example, for “completely calm”, you could say “very
muted colors”. For “very excited”, you could say “very
vibrant and saturated colors”. Please keep this color de-
scription under six words. Format your response like this:
SCORE: [rank from 0-100] COLOR DESCRIPTION: [color
description]"

Without Mood Prompts (For Technical Evaluation)
Image Generation: illustration of + image description

Prompt to Generate Script: I am making a PSA inform-
ing + audience + about the problem that + problem. Ad-
ditionally, I want to inform them that this problem can be
addressed when action. Please provide an example descrip-
tion of such a video. The video should follow a narrative arc,
and the narrative goal (for example: Introduction, fostering
connection, inspiring action...) of each section should be la-
beled in under three words. Follow this format, and make
sure to start every section with *** - VISUAL DESCRIP-
TION: [description of the imagery on screen] TEXT: [text
on screen] DURATION: [approximate time of this scene]
EMOTIONAL GOAL: [Emotional goal]. This video will be
made for social media and should be under 45 seconds.

Messages (For Technical Evaluation)
M1: Audience: Cat Owners in New York City; Problem:
Free-roaming pet cats are the biggest human-made threat to
birds, causing the loss of 2.4 billion birds each year in the
US alone; Solution: New Yorkers can help address this issue
by keeping their pet cats indoors, and, if allowing them out-
doors, keeping them under strict surveillance.
M2: Audience: New York Subway Riders; Problem: People
standing near the doors can create hazards when other pas-
sengers enter/leave the train car, resulting in dangerous trips,
falls, or other passengers missing their chance to board the
train. Solution: New York Subway Riders should move all
the way in when they board the train, and move away from
the doors to let other passengers on and off.


