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Abstract
The rapid advancement and widespread adoption of
generative AI in creative domains have boosted research
in human-AI co-creation. The dynamics of human-AI
co-creation are notably more complex than traditional
human-computer interaction, as AI not only processes
and interprets data but also creates new content and
works alongside humans. Additionally, ethical concerns
are more pressing when humans collaborate closely
with AI as partners, underscoring the need for human-
centered ethical AI research. This paper explores the
relationship between user demographics and users’ eth-
ical expectations concerning human-AI co-creation. We
conducted a study involving 115 participants to explore
this relationship. Initial findings provide insights into
design principles for developing human-centered ethi-
cal co-creative AI and personalized AI.

Introduction
Human-AI co-creativity, a subfield of computational creativ-
ity, involves humans and AI collaborating on a shared cre-
ative product (Davis 2013). Unlike general human-computer
interaction (HCI), human-AI co-creation creates a more
complex relationship between humans and AI (Rezwana and
Maher 2023b) as AI 1) actively collaborates in the creative
process, 2) assumes human-like roles of partner, evaluator,
and generator (Negrete-Yankelevich and Zaragoza 2014),
and 3) creates novel content which is blended with the
user’s contribution. The rapid advancement and widespread
adoption of generative AI in creative fields have signifi-
cantly accelerated research in human-AI co-creation. Yet,
designing co-creative systems that effectively comprehend
and align with human partners’ values presents significant
challenges (Kantosalo et al. 2014). These challenges are
further compounded by the growing complex ethical con-
cerns around human-AI co-creation (Muller and Liao 2017;
Chopra and Singh 2018).

The effectiveness of co-creative AI depends on users,
shaped by their social, cultural and demographic factors
(Barile et al. 2021). These factors and demographics shape
users’ expectations of AI systems (Meurisch et al. 2020),
ethical awareness and risk perceptions in human-AI co-
creation (Yoon and Jun 2023). Rezwana et al. emphasize
design principles for ethical co-creative AI from a human-
centered perspective to improve user experience (Rezwana

and Maher 2023b). To develop human-centered ethical co-
creative AI, identifying how different user demographics
influence users’ expectations and ethical stances is crucial
(Gero et al. 2020; Xu 2019) as people are more motivated
to use AI when AI is congruent with their values, goals and
needs (Brühlmann et al. 2018). Therefore, it is essential
to understand how diverse user groups perceive and react to
ethical dilemmas posed by co-creative AI.

This paper explores the association between basic de-
mographic factors, such as age, gender, AI literacy etc.,
and users’ ethical stances towards four ethical dilemmas in
human-AI co-creation: ownership of the co-created prod-
uct, AI anthropomorphism, data collection and societal im-
pact of co-creative AI. We define the four ethical dilemmas
as follows: ownership pertains to whether the human or the
AI should own the co-created product. Data Collection by
AI concerns the gathering of user data, such as visual or
biometric information, during the co-creation process to en-
hance interaction. Anthropomorphism in co-creative AI in-
volves attributing human-like characteristics to AI partners,
including speech, personality, and embodiment. Lastly, So-
cietal Impact addresses the profound social effects of AI
on creative domains. Our research involves a study con-
ducted with 115 participants who engaged with two exist-
ing AI systems, ChatGPT and Stable Diffusion, in creative
contexts and completed survey questions. We present the
initial findings from the study that reveal associations be-
tween user demographics and users’ ethical stances, which
can contribute toward design guidelines for human-centered
ethical co-creative AI as well as personalized AI.

Related Works
In co-creative systems, humans and AI contribute as part-
ners in the creative process (Davis 2013), distinguished from
autonomous creative systems which generate creative prod-
ucts independently, and creativity support tools which sup-
port human creativity (Kantosalo et al. 2020). The role
of co-creative AI changes from a lone decision-maker to a
more complex one, depending on the collaboration. Design-
ing co-creative systems has unique challenges due to the
spontaneity of the interaction between the human and the
AI (Kantosalo et al. 2014). Moreover, as AI takes on roles
as social entities and interacts with us, questions of values
and ethics become even more urgent and complex (Liao et



al. 2016). Rapid advancements in AI have heightened the
challenge of ensuring that AI’s behaviors align with human
values (Russell et al. 2015). To maintain fairness across di-
verse user groups, ethically aligned design is essential for
human-centered co-creative AI systems (Xu 2019).

Current ethical guidelines for general AI technologies
lack a focus on what they entail in the context of human-
AI co-creation, which raises more complex ethical concerns
(Llano and McCormack 2020), such as who owns the co-
created product (Muller et al. 2022; Wang et al. 2021).
Therefore, we should not assume that research on general
AI ethics and HCI fully transfers to human-AI co-creation
(Flathmann et al. 2021). Llano and McCormack sug-
gest a common understanding of the ethical challenges in
human-AI co-creative systems to devise ethical guidelines
for co-creative AI (Llano and McCormack 2020). Recent
research (Rezwana and Maher 2023b; Rezwana and Maher
2023a) demonstrates major ethical issues in human-AI co-
creation, including ownership, AI anthropomorphism, data
collection etc. Ethical principles based on empirical data are
more likely to be translated into practice (Whittlestone et al.
2019). Rezwana and Maher highlight the importance of ex-
ploring ethical issues from the users’ perspectives to develop
human-centered ethical co-creative AI (Rezwana and Maher
2023b).

Meurisch et al. (Meurisch et al. 2020) found that users’
expectations and perceptions of AI systems are influenced
by human factors and demographics. The effectiveness of
co-creative AI is influenced by the social and demographic
factors that shape user experiences (Barile et al. 2021). Ba-
sic demographics of individuals, such as age, gender, and
education, can be predictive of variability in their behavior
(Wells 1975). Prior studies have found that demographic
factors like age and gender significantly influence behaviors
and interactions with AI technologies. (Bendell et al. 2021).
For example, one study found a significant effect of age and
gender on gamification in various human-computer interac-
tion contexts (Tondello et al. 2019). Bendell et al. under-
score the importance of identifying the influence of basic
demographics on human-AI teams (Bendell et al. 2021).

Research on the impact of user demographic factors on
users’ ethical expectations of co-creation is scarce, creat-
ing a critical gap that must be addressed to develop human-
centered ethical co-creative AI. Drawing on existing litera-
ture, this paper investigates the relationship between demo-
graphic variables and users’ ethical perspectives through a
study. The methodology of the study is outlined in the fol-
lowing section.

User Study
We conducted a study to explore the association between
users’ demographic factors and their ethical stances using
Prolific, a platform for recruiting participants for online
studies. Initially, participants engaged with two AI systems,
ChatGPT and Stable Diffusion, performing a creative task
with each of them to familiarize themselves with human-
AI co-creation contexts. Participants completed a creative
story-writing task with ChatGPT based on a given prompt.
Subsequently, they used Stable Diffusion to create visual

representations of their stories created with ChatGPT. Fi-
nally, participants responded to four questions about their
ethical stances and provided their demographic data.

Participants
We recruited 155 participants, comprising 87 men, 64
women, and 4 non-binary individuals. The age range of par-
ticipants spanned from 20 years old to 66 years old, resulting
in an average age of 27.5 years (Med = 25, SD = 8.25). As
our aim was to gather a diverse set of data across various
demographics, we kept inclusion criteria to a minimum, re-
quiring only that participants be at least 18 years old.

Data Collection
We used surveys 1 to collect data. Initially, we collected data
on participants’ familiarity with the AI systems we used by
asking about their frequency of use (e.g., from never to ev-
ery day) to explore whether familiarity influences any tar-
get variables. The following set of questions focused on
gathering users’ ethical stances within the broader context
of human-AI co-creativity rather than being specific to the
AI systems used. We asked 5-point Likert-scale questions
(e.g., strongly agree to disagree) about four frequently dis-
cussed ethical challenges in the context of human-AI co-
creativity: ownership of the co-created product, data col-
lection by AI, anthropomorphism in co-creative AI and so-
cietal impact of AI, based on the literature (Smith 2022;
Rezwana and Maher 2022).

In the end, we collected user demographics, including
age, gender, ethnicity, highest level of education, first-
generation college student status, disability status, annual
income, AI literacy, field of work/study, profession, and po-
litical affiliation. Demographic data was collected at the end
of the study to minimize the risk of stereotype threats influ-
encing participants’ responses to previous questions.

We presented the survey questions in each set in a ran-
domized order to eliminate any potential response biases
caused by the order of the questions. We included three
attention-checking questions in the survey to check the dili-
gence of the participants. Responses that failed these checks
or did not complete the tasks with both AI as instructed were
excluded.

Data Analysis
As most of the data we collected are categorical in na-
ture, we used statistical analysis methods suitable for non-
numerical data. We used Pearson’s Chi-square test to iden-
tify associations between pairs of variables. Additionally,
we conducted a cluster analysis to identify demographic
groups and patterns of users’ ethical stances, enabling more
nuanced association analyses. We used K-modes clustering
(Cao et al. 2012) due to its compatibility with categorical
data. K-modes clustering is an extension of K-means, but
instead of means, this algorithm uses modes to determine
the cluster centroids.

1https://drive.google.com/file/d/
1Ouq8chb0cvOXdHLzTR0HbILBSP1HMYVX/view?usp=
sharing

https://drive.google.com/file/d/1Ouq8chb0cvOXdHLzTR0HbILBSP1HMYVX/view?usp=sharing
https://drive.google.com/file/d/1Ouq8chb0cvOXdHLzTR0HbILBSP1HMYVX/view?usp=sharing
https://drive.google.com/file/d/1Ouq8chb0cvOXdHLzTR0HbILBSP1HMYVX/view?usp=sharing


Cluster 

number/Name

Who should 

Own

Attitude towards AI 

Anthropomorphism

Attitude towards 

Data Collection

Attitude towards 

Societal Impact of 

Co-creative-AI

1/Conservative-

Positive Stance 

(114)

Human Neutral Somewhat good Somewhat Positive

2/Liberal-

Negative Stance 

(41)

Both Somewhat Good Neutral Somewhat Negative

Table 1: Two major patterns of ethical stances represented by the cluster centroids.

Identity Demographics

Clusters Age Ethnicity
Formative 

community
Gender Disability Annual income

Political 

Affiliation

Cluster 

1 (99)
21-24 White A large city Men No <$10,000 No political 

affiliation

Cluster 

2 (39)
25-30 Hispanic/Latinx A small city or 

town

Women No $10,000−$19,999 Liberal

Cluster 

3 (17)
31-34 Black/African 

American

A large city Women No $30,000−$39,999 Moderate

Table 2: Clusters of participants based on their identities (cluster centroids).

Results
In this section, we begin by detailing the clusters identi-
fied among users’ ethical stances and demographic groups.
Then, we present the associations between the clusters as
well as the associations between individual pairs of vari-
ables.

Clusters of Users’ Ethical Stances

We found two clusters (Table 1) of users’ ethical stances to-
wards four ethical dilemmas in the context of human-AI co-
creation: ownership of co-created product, AI anthropomor-
phism, data collection and societal impact of co-creative AI.
We applied the chi-square test to identify features that sig-
nificantly influence cluster formation and found that all four
ethical issues are significant factors (all p values < 0.05)

Participants in cluster 1, the larger cluster, predominantly
hold the stance that humans should have sole ownership of
the co-creative product. They also generally exhibit a posi-
tive outlook on the societal impact of co-creative AI. Given
this combination of stances, we have labeled this cluster
as Conservative-Positive ethical stance for referring to this
cluster throughout the analysis. People in this cluster hold
a neutral attitude toward AI anthropomorphism and a some-
what positive attitude toward data collection.

In contrast, cluster 2 consists of 41 participants who prefer
the shared ownership of creative products between humans
and AI while exhibiting a somewhat negative perspective on
the societal impact of co-creative AI. Therefore, we label
this cluster as the Liberal-Negative ethical stance. Partici-
pants in this cluster generally have a somewhat positive view
of AI anthropomorphism and a neutral attitude toward data
collection.

Clusters of User Demographics
We found three clusters (Table 2) of participants using de-
mographics that are associated with their identities, such as
their age, ethnicity, gender, annual income, disability, polit-
ical affiliation, and childhood community as their formative
background. To ensure these clusters accurately reflect our
data, we conducted feature selection and applied the chi-
square test to identify demographic variables that signifi-
cantly contribute to forming more coherent identity clusters.

Identity cluster 1 is the largest cluster, consisting of 99
participants. This cluster predominantly consists of young
white men aged 21-24 who grew up in large cities with no
reported disabilities and generally having an annual income
of less than 10,000 USD. Most participants in this group do
not align themselves with any political affiliation.

Identity cluster 2 consists of 39 participants, mostly iden-
tifying themselves as Hispanic/Latinx women aged 25-30
with politically liberal views. Most participants in this clus-
ter grew up in small cities or towns as their formative back-
ground and typically have an annual income ranging from
$10,000 to $19,000.

Identity cluster 3 consists of 17 participants, primar-
ily comprising black/African American women aged 31-35
without any disabilities with a moderate political affiliation.
Their typical annual income range from $30,000 to $39,000
and they have a background of growing up in large cities.

Association between Ethical Stances and User
Demographics
Association between the Clusters Using Pearson’s Chi-
square test, we found a significant association (p = 0.035,
Cramer’s V = 0.21) between the clusters of ethical stances
and participants based on their identities. The findings re-



veal that white young men aged 21-24 (Identity cluster 1) are
more likely to hold the Conservative-Positive ethical stance.
Among the participants, Hispanic/Latinx women aged 25-30
(Identity cluster 2) with a liberal political view also tend to
have the Conservative-Positive ethical stance. On the other
hand, Black/African American women aged 31-34 (Identity
cluster 3) tend to have the Liberal-Negative ethical stance.

Figure 1: Distribution of users’ ethical attitudes towards
data collection by AI across formative communities.

Association between Pairs of Variables We examined
the associations between all possible pairs of variables from
ethical stances and participant demographics. No associa-
tions were found between users’ familiarity with the systems
used and any outcome variable. We report the significant as-
sociations from these analyses below.

We observed a significant association (Pearson’s Chi-
square p=0.028, Cramer’s V = 0.22) between users’ ethi-
cal stance towards data collection by AI and users’ forma-
tive background (Figure 1). Participants who were raised
in large cities generally exhibit a strong to moderate posi-
tive sentiment toward data collection by AI to improve the
user experience during a co-creation. Conversely, those who
were brought up in rural areas tend to have a negative stance
towards data collection by co-creative AI. Individuals with a
background in either small towns or suburban areas tend to
adopt a more neutral attitude.

Additionally, our analysis revealed a significant associa-
tion (Pearson’s Chi-square p = 0.028, Cramer’s V = 0.24)
between gender and users’ ethical stance towards owner-
ship of the co-created product. 60.9% of men prefer exclu-
sive human ownership of the co-created product, whereas
31% support shared ownership with AI. In contrast, 54.7%
of women favor shared ownership, and 42.2% support ex-
clusive human ownership. For non-binary participants, 50%
prefer human ownership, with the remainder split between
AI ownership and shared ownership.

We found a significant association (Pearson’s Chi-square
p = 0.022) between gender and users’ ethical stance to-
wards anthropomorphism in co-creative AI. Our data shows
that, in general, both men and women predominantly feel ei-
ther positive or neutral about AI anthropomorphism: 35.6%
of men feel neutral, while 37.9% feel positive; 33.5% of
women feel neutral, and 41.9% feel positive. This find-

ing shows that men and women typically don’t feel nega-
tive about giving AI human-like attributes in human-AI co-
creation. In contrast, responses from non-binary participants
were divided equally, with half feeling positive and the other
half negative.

Discussion, Limitation and Future Work

The findings from the study revealed significant associa-
tions between users’ ethical stances toward ethical dilem-
mas in human-AI co-creation and demographic factors, in-
cluding user identity, gender and formative background. As-
sociation with users’ ethical stance towards data collection
by AI and their formative background prompts further in-
vestigation into the factors influencing regional user prefer-
ences, aiming to develop ethical co-creative AI that is con-
siderate of a diverse user base. The association between
identity clusters, ethical stances, and factors such as gender
with views on ownership and AI anthropomorphism high-
light the need for personalized AI in human-AI co-creation
contexts. These results highlight the need for ethical de-
sign principles and policies that support the development
of human-centered co-creative AI that are inclusive and re-
spectful of all users, regardless of their identities and de-
mographic backgrounds. Shi et al., in their recent literature
review on co-creative AI, advocate for exploring the ethical
implications of AI to cater to diverse user groups (Shi et al.
2023). These findings might provide initial insights for de-
veloping human-centered ethical co-creative AI and can be
transferred into AI personalization in the context of human-
AI co-creation. Comprehensive ethical principles based on
empirical data are more likely to be translated into practice
(Whittlestone et al. 2019). Our findings underscore the sig-
nificance of cultural sensitivity and inclusivity in co-creative
AI by considering multiple viewpoints and avoiding pre-
sumptions regarding ethical expectations, thus addressing
ethical challenges in a human-centered manner. Future re-
search is needed to establish human-centered ethical guide-
lines that account for the nuanced differences influenced by
users’ backgrounds, enhancing user experience.

Limitations The sample used in our study may not fully
represent the broader population, which could limit the gen-
eralizability of our findings. Further research is necessary to
examine how demographic factors influence users’ ethical
stances and expectations more comprehensively. Nonethe-
less, we believe that the findings from our study serve as
valuable preliminary insights that can guide future research
directions in relevant domains, such as value-sensitive AI
and human-centered AI. Additionally, while our preliminary
findings highlight associations between variables, they do
not explore the details and complexities of these relation-
ships in depth. To develop comprehensive and nuanced de-
sign principles for human-centered ethical AI and AI per-
sonalization, a more rigorous and in-depth analysis is re-
quired to fully understand the complexities of these asso-
ciations.



Conclusion
This paper reports on an exploratory study involving 115
participants that examines the associations between user de-
mographic factors and their ethical viewpoints towards eth-
ical dilemmas in human-AI co-creation. The preliminary
findings from the study are presented in the paper, which
provide insights into designing human-centered ethical co-
creative AI and personalization in human-AI co-creation.
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