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Abstract

‘Style’ is an essential element of an artwork. Generative mod-
els have opened up new opportunities in content creation, cus-
tomization, and curation applications involving the style of an
artwork. These opportunities include generating images in a
particular style, personalizing a given artwork into different
styles, and classifying and clustering given artworks in a mu-
seum or exhibition based on style. However, in the absence
of foundational design frameworks and with a plethora of re-
search outputs and competing technologies, creating robust
co-creative technology solutions or platforms that purpose-
fully exploit different aspects of style in content creation is
difficult. In this paper, we introduce a framework that aims to
cut the clutter on the technological aspects of artistic style.
Our proposed framework, Style-Frame, aims to synthesize
and communicate core concepts in the technology fields re-
lated to ‘style aspects of an artwork’. We survey, explore, and
evaluate the existing technologies, specifically AI systems,
for generating and customizing new artworks in the artistic
styles of an artwork or an artist, shedding light on the style
concepts, capabilities, and challenges in applying these sys-
tems and techniques. We present the various aspects of our
framework through experimental case studies based on the
artworks archived in the MUNCH Museum in Oslo, Norway.

Introduction
Style can be defined as the organizing principles by which
something is achieved or constructed [Knight1994]. Style is
a universal concept and applicable to all creative and artistic
aspects of our life such as architecture(e.g. neo-futurism,
Gothic, Renaissance), visual art (e.g., impressionism, cu-
bism, hyper-realism), music(e.g. classical, jazz, rock), and
fashion(casual, formal chick). While the extent to which
‘style’ and ‘style transfer’ satisfy different computational
creativity desiderata is open to discussion [Brown and Jor-
danous2022], nevertheless, the authors believe that style
forms an essential element of co-creative art systems.

In the visual art domain, there has been a rapid advance-
ment in image-generative AI in recent years. The ability
to learn and apply artistic styles through machine learn-
ing models has opened new application avenues and busi-
ness opportunities in creative content creation. Since it is
a rapidly evolving field, with a constant stream of innova-
tions, it becomes quite challenging to design a technology

solution or a co-creative platform that can effectively utilize
the various aspects of new style-transfer capabilities.

To facilitate the design and implementation of the tech-
nology solutions, we need to survey, analyze, and critically
evaluate the technology landscape for ‘artistic style’ in the
context of application design. We synthesize this knowledge
in the form of an application design framework called Style-
Frame which has two components - a conceptual model and
a process model (section Style-Frame: Components). The
five dimensions of the conceptual model cover different as-
pects of knowledge, viz., style specification, style transfor-
mation, Gen-AI technologies, process evaluation, and ar-
tifact quality evaluation that facilitate appropriate design
choices for a technology solution concerning a particular ap-
plication. While these dimensions cover the static aspect of
the framework, the true value of the framework is in apply-
ing this knowledge through a process. We further present
the dynamic aspect of the framework in the form of a pro-
cess model.

We illustrate the application of this framework through a
creative application solution - image generation in a partic-
ular style in the context of the MUNCH Museum in Oslo,
Norway (section Case-study). The case study captures the
critical evaluation of different technology design options by
considering comparative solutions in light of this frame-
work. We conclude with our experience and by pointing to
the areas of future research in the advancement of the frame-
work (section Conclusion). Our main contributions are:

• We provide a novel design framework that elicits the var-
ious dimensions along which style design decisions in a
typical co-creative visual art application.

• We point out the various decision choices available for
these dimensions in the light of a survey of current tech-
nologies.

• We provide the process model for applying this frame-
work.

• We present a real-life case study of the framework usage.

Related Work
AI for Art
The advent of modern AI tools such as Generative Ad-
versarial Networks [Goodfellow et al.2014], transformers
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Figure 1: The Conceptual Model of the Style-Frame framework.

[Vaswani et al.2017], and diffusion models [Rombach et
al.2022a] has given a boost to human-machine co-creativity.

In the space of artwork creation and manipulation, AI
plays a fundamental role in applications such as style trans-
fer and personalization. Style transfer has been an active
area of interest in computer vision and allied fields where it
is usually studied as a problem of texture synthesis [Jing et
al.2019], which is to extract and transfer the texture from
the style reference image to the target image [Efros and
Freeman2023], [Drori, Cohen-Or, and Yeshurun2003]. Tra-
ditional style transfer methods used handcrafted features
to match the patches between the content image and the
style reference image [Zhang et al.2013, Resales, Achan,
and Frey2003]. In recent years, several advanced technolo-
gies such as deep convolutional neural networks have been
used to capture and transfer style patterns [Gatys, Ecker,
and Bethge2016a]. Apart from the widely popular image-
to-image style transfer task, recent works on text-to-image
generation also facilitate generating novel images in a de-
sired style controlled through the text prompt [Kwon and
Ye2022,Sohn et al.2024,Liu et al.2023]. These AI technolo-
gies empower modern artists to create high quality artworks.
It also encourages many non-artists to participate in the cre-
ative process of artwork generation. It further underscores
the importance of frameworks such as Style-Frame to effec-
tively build AI applications for these use cases.

Frameworks for AI applications
Applications powered with AI has emerged as a dominant
mechanism to build products and deliver services in mul-
tiple domains such as retail [Oosthuizen et al.2021, Anica-
Popa et al.2021], healthcare [Osman Andersen et al.2021],
and e-commerce [Bawack et al.2022]. The traditional soft-
ware development life-cycle (SDLC) includes five stages:
software requirements, software design, software implemen-
tation, software testing, and software maintenance. These

stages help to design and build high-quality software in
a cost-effective and time-efficient manner. Several frame-
works (such as waterfall, spiral, and agile) have been pro-
posed in the past to effectively manage and deliver the
project. In modern AI application development, we ob-
serve a dramatic change in the activities performed in each
stage of the SDLC [Ishikawa and Yoshioka2019]. Owing
to such paradigm shift, the frameworks for AI applications
is the need of the hour [Smith and Eckroth2017]. We ob-
serve an increase in the interest in building such frame-
works for AI-driven applications centered around health-
care [Soenksen et al.2022], manufacturing [Kaymakci, Wen-
ninger, and Sauer2021], marketing [Huang and Rust2021],
etc.

Style-Frame: Components
As discussed in the previous sections, the design of artis-
tic style-driven AI applications involves making several key
decisions. In such a scenario, it is essential to have a frame-
work that can educate on the different concepts and design
decisions involved in style-driven applications and help ef-
fectively navigate through different stages of the application
design workflow.

Some key questions are: From where do we draw the style
reference? What is the input to which we apply style guid-
ance? What is the required output? What kind of technology
is available for style transformation? What kind of artifact
and production quality is of interest, and how do we evalu-
ate such quality? To address these questions and facilitate
the design of artistic style-driven applications, we present a
novel framework, viz., Style-Frame. The framework has two
aspects: (A) The conceptual model, which covers the struc-
tural or knowledge aspects of a style-driven application, and
(B) The Process model, which covers the dynamic or the ap-
plication aspects of applying the knowledge to achieve the
desired outcomes in style-driven application design.
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Figure 2: The Process Model of the Style Frame Framework.

The Conceptual Model of Style-Frame

At the top level, Style-Frame has five conceptual compo-
nents that capture the different dimensions of knowledge
required in the design of Style-driven applications (refer to
Figure 1). These are:

1. Style specification: The fundamental requirement in
building a style-driven application is to identify how a user
would provide the style reference. A user can specify the
style through diverse techniques such as providing a single
artwork or a collection of artworks. A user can also spec-
ify the style through verbal description such as by providing
the name of the artist (e.g. “in the style of Edvard Munch”)
or through a more detailed style description such as “in the
style of The Scream by Edvard Munch”, “in the style of wa-
tercolor paintings by Vincent van Gogh”, etc.

2. Style transformation: Based on the style reference
specification by the user, the next step is to identify the
mechanism to apply the style transformation. Given an im-
age as the style reference, the image-to-image style trans-
formation technique allows us to transform an image in the
style of the style reference image. On the other hand, the
text-to-image style transformation technique lets us gener-
ate new image based on the style description provided in
the text prompt. Whereas the control-condition based style
transformation facilitates us to use additional control condi-
tions such as line drawing and hand-drawn sketch and fur-
ther refine them in a certain style with style transfer models.

3. Generative AI technologies: The choice of genera-
tive AI technology influences key decisions in application
development. Also, the style reference specification by the
user and the type of style transformation would influence the
choice of AI technology for the application. For instance, if
a user wishes to specify the style through verbal descrip-
tion in a text prompt, the diffusion model-based techniques
that are widely popular for text-to-image generation would
be a suitable choice. With the rapid pace of development
in the AI landscape, we observe several prominent funda-
mental technologies available at our disposal with their own
merits and limitations such as the inference speed, cost of
computation, etc. Some of the AI technologies frequently
used in the style transfer literature include diffusion mod-
els, transformers [Ramesh et al.2021, Chang et al.2023a],
GANs [Goodfellow et al.2014, Richardson et al.2021], con-
volutional neural networks, etc.

4. Artifact quality evaluation: While training (and post-

training) the AI models for the desired style transformation,
we need to evaluate the quality of the artifact produced by
these models. The quality of the artifact reflects the AI
model’s capability on the given style transformation task.
For instance, in the case of the image-to-image style trans-
formation task, we evaluate the artifact quality by measuring
the style similarity between the style reference image and the
stylized image. We evaluate the quality of the artifact (and
the model) with both qualitative and quantitative measures.
Qualitative evaluation generally involves assessing the qual-
ity based on human visual perception. Whereas the quanti-
tative evaluation involves metrics such as style loss [Gatys,
Ecker, and Bethge2016b], perceptual loss [Johnson, Alahi,
and Fei-Fei2016], prompt fidelity, etc.

5. Process evaluation: Furthermore, we need to evalu-
ate the different processes involved in the entire workflow
such as data curation, bench-marking existing models, ar-
tifact quality evaluation, etc. The idea behind the process
evaluation is to identify and troubleshoot the bottleneck in
the involved processes. We evaluate the processes on crite-
ria such as feasibility, cost, and efficiency. Through differ-
ent mechanisms, we identify if the processes are easy to set
up and execute while being cost-efficient and satisfying the
project requirements.

The Process Model of Style-Frame
Apart from knowledge explication in a style-driven applica-
tion design, the real value of the framework is in applying
it. The process model describes the process or the steps of
applying the Style-Frame framework to a style driven appli-
cation design (refer to Figure 2). Essentially it consists of
following steps:

1. Checking if the problem involves artistic style

2. Identifying the user interaction and modes of style speci-
fication

3. Data exploration for artistic style understanding

4. Identifying and benchmarking applicable models

5. Developing Gen AI technology solution and evaluation

6. Deploying and maintaining the application

We shall present the various aspects of applying the
framework through experimental application design cases-
study based on the artworks in MUNCH Museum Image
Archive.



Case Study
MUNCH Museum in Oslo, Norway, is one of the largest art
museums in the world dedicated to a single artist. It is ded-
icated to the life and works of the Norwegian artist Edvard
Munch.
Problem Statement We wanted to understand and evaluate
how good are the modern AI technologies in capturing the
style of an artist (Edvard Munch in this case) and utilizing
that learned style in creating new creative content. In this
regard, we explore two different problem statements in this
case study:

• P1: Stylizing a given image in the style of Edvard Munch.

• P2: Generating new images in the style of Edvard Munch
with user-defined controls.

For these tasks, we utilize the MUNCH Museum’s im-
age archive of artworks [Mun] comprising paintings and
sketches. For the problem P2, we consider the text prompt
as the principal user-defined conditional control but the us-
age can be extended to other conditional controls such as
line-drawings, scribbles, depth-maps, and pose-markers

Figure 3: Artwork categories from the MUNCH museum.

Our Exploration
We demonstrate the usage of Style-Frame framework by ap-
plying it to both the problems and show its effectiveness in
helping us make critical design and technology choices. We
discuss in detail the various decision choices, technological
capabilities, and roadblocks throughout these stages. The
six stages (refer to Figure 2) are:

1. Check if the problem involves artistic style:
We first examine the problem statement to identify if it

involves artistic style requirements. Problems such as image
generation and artwork personalization with AI techniques
are popularly known to include artistic style transformations
at different stages.

In both our problems (P1 and P2), we need to capture
and transfer the artistic style from the existing artworks of
Edvard Munch available in the MUNCH Museum’s Image
archive. Hence, both the problems involve artistic style and
satisfy the first stage requirements of the Style-Frame’s pro-
cess model. Therefore, we successfully move ahead with the
subsequent stages of the framework.

2. Identify the user-interaction and the modes of style
specification:

A fundamental task in this stage is to understand how the
user will interact with the application and specify the style.
As discussed, the Style Specification component of the Style-
Frame framework allows us to categorize the style specifi-
cation into four broad categories. We also assess the feasi-
bility and ease of specifying the style reference by the user.

In the context of P1, the user specifies the intended style
through a single artwork of Edvard Munch or a collection
of artworks of similar style. Leveraging this style specifica-
tion from the user, the model (refer to Stages 4 and 5 for a
detailed discussion) will attempt to transfer the style to the
user-provided target content image. For P2, the user typ-
ically specifies the intended artistic style through the text
prompt by either providing the style description (e.g. “wa-
tercolor painting”), the name of the artist (e.g. “in the style
of Edvard Munch”), or both. In addition, we can fine-tune
the current text-to-image generation models on a single art-
work or a collection of artworks along with the artwork cap-
tion as the text prompt.

3. Data exploration for artistic style understanding: In
this stage, we leverage the available data and the metadata
to explore different artistic styles present in the artworks.
An artist’s style evolves over time and as a result, we may
have multiple styles representations in the artwork collec-
tion. The metadata such as the genre, motifs, caption, color,
and shading information can help one put the artworks in
different style clusters.

In this study, we work with the dataset of 7411 Edvard
Munch’s artworks provided by the MUNCH Museum Im-
age Archive. In the earlier exploration with this art corpus
[Sivertsen et al.2023], the museum categorized the dataset
into 5 style categories based on the shading and the color in-
formation: heavy shading (230 artworks), medium shading
(1353 artworks), no shading (3529) artworks, multi-color
(894 artworks), and no label (1405 artworks). Represen-
tative artworks from each category are shown in Figure 3.
We will use this style categorized dataset in the subsequent
stages to benchmark, train, and evaluate AI technologies for
both the problems.

4. Identifying and benchmarking applicable Gen AI
models:

After exploring different artistic styles present in the
dataset, the next step is to identify and benchmark different
AI technologies available for the given problem. This stage
is crucial to understand and estimate the computational re-
quirements, technological limitations, and the capabilities of
the AI technologies available at our disposal. We benchmark
different AI technologies along multiple dimensions such as
model configuration, model training, model inference, and
model performance.

In our case, for problem P1, the technologies such as
transformer models, GANs, and CNNs seems a good fit
among the available options at the moment as they give
state-of-the-art performance. Transformers are good at mod-
elling relationships among different visual entities, GANs
can learn the input data distributions and CNNs, on the other
hand, capture visual features across different levels of gran-



Style Content AdaIN MAST StyleFormer IEST AdaAttn CAST Stytr2 AesPA-Net

Table 1: Qualitative comparison of different image-to-image style transfer models. Manual inspection of the output from these
models suggests that the Stytr2 and AesPA-NET outperforms the other models. The output from these two models has higher
tendency to retain the content from the content image while simultaneously transferring the style from the style image.

Model Model Configuration Model Training Model Inference Model Performance
Open-
source License Para-

meters
Disk
space Compute Dataset AI

Technology
Reported

Time/Steps Cost Time Cost Style
Loss (↓)

Content
Loss (↓)

AdaIN Yes MIT License 7.01M 92MB Pascal
Titan X

WA (80k),
MS (80k) CNN - - 1.28s $0.30 0.0013 22.59

MAST Yes - 17.1 M 152MB RTX
2080 Ti

WA,
MS CNN - - 0.35s $0.08 0.015 13.54

StyleFormer Yes Apache
License 2.0 19.9 M 621 MB Tesla

V100
WA (80k),
MS (80K) Transformer 5 days / 800K steps ∼$ 148

(GCP) 0.019s $0.01 0.0013 17.178

IEST Yes MIT License 3.5 M 107MB A100 WA,
MS GAN 160K steps - 2.4s $0.58 0.0048 17.89

AdaAttN Yes Apache
License 2.0 13.2M 120MB Tesla

P40
WA,
MS

CNN,
Attention 50K steps - 0.62s $0.15 0.0028 38.32

CAST Yes Apache
License 2.0 10.5 M 40MB RTX

3090
WA (20k),
MS (20k) GAN 18 hrs / 800K steps $ 4.90

(Salad) 0.25s $0.06 0.0014 17.938

Stytr2 Yes - 48.2 M 210MB

2 Tesla
P100,
2 RTX
3090

WA,
MS Transformer 24 hrs / 160K steps $ 12.96

(Salad) 1.84s $0.44 0.00076 10.753

AesPA-Net Yes - 24.19 M 50MB GTX
3090 Ti

WA (80k),
MS (120k) Transformer - - 0.34s $0.08 0.00309 19.994

Table 2: Benchmarking different image-to-image style transfer models (AdaIN [Huang and Belongie2017], Mast [Huo et
al.2021], StyleFormer [Wu et al.2021], IEST [Chen et al.2021], AdaAttN [Liu et al.2021], CAST [Zhang et al.2022], Stytr2
[Deng et al.2022], and AesPA-Net [Hong et al.2023]). WA: WikiArt dataset [Saleh and Elgammal2015], MS: MSCOCO
dataset [Lin et al.2015]. Inference time is reported on an A100 GPU. Inference cost is calculated to stylize 1000 images on
an A100 GPU on GCP. We identify Stytr2 as the best available option owing to its performance and the requirements for the
problem P1.

ularity. The architectures of these technologies enable the
capturing of styles in the input data better. For problem P2,
the diffusion models and transformers based text-to-image
generation models give state-of-the-art performance and are
the popular choices for several similar applications. Diffu-
sion models and transformers are highly capable of mod-
elling complex input data distributions in both unconditional
and conditional settings. Next, we identify different models
that are based on these technologies for both the problems
and benchmark them:

Benchmarking image-to-image style transformation
models for P1:

We study and benchmark multiple state-of-the-art image-
to-image style transfer models build with the identified AI
technologies for P1 i.e. transformer models, GANs, and
CNNs. The pre-trained versions of these models draw style
reference from the WikiArt dataset which is a collection of

artworks from multiple artists across different genres such
as landscape, figurative, self-portrait, etc. To benchmark
the model’s off-the-shelf style transfer capability, we use the
pre-trained model weights and test on the test dataset created
with 50 pairs of style and content images from the Edvard
Munch’s archive and MS-COCO dataset respectively.

The first step is to qualitatively compare different mod-
els for style and content image pairs. For example, in Table
1, we observe that Stytr2 and AesPA-Net are the best per-
forming models with respect to the visual quality of the out-
put images. In the second step, we further quantitatively
benchmark these models on several criteria to get sharper
insights and objective comparison (see Table 2). For in-
stance, StyleFormer takes the least inference time and cost
whereas IEST is the most expensive model for inference.
We also evaluate the model’s quantitative performance with:
style loss and content loss [Gatys, Ecker, and Bethge2016b].



Prompt Original
Artwork

VQGAN
-CLIP SD1.5 SD2.1 SDXL Rich Text-

to-image
a drawing of a woman with a veil on her
head in the style of Edvard Munch

a drawing of a castle with a river and trees
surrounding it in the style of Edvard Munch

a drawing of faces of three people beside
each other in the style of Edvard Munch

a drawing of a woman in a hat and dress
bending down to pick up a child in the
style of Edvard Munch

Table 3: Qualitative comparison of different text-to-image generation models with respect to their performance on textual
prompts. Here, we compare these models based on their capability to reproduce some of the original artworks from Edvard
Munch through text instructions. Even though these models fail to perfectly reproduce the original artworks, we observe that
all the three variants of stable diffusion model are able to generate the content provided in the text instruction while bringing in
different elements of style from Edvard Munch.

Model Model Configuration Model Training Model Inference Model Performance
Open
Source Licence Parameters Disk

Space Compute Dataset AI
Technology

Reported
Time/Steps Cost Time Cost Prompt

Fidelity (↑)
Image

Similarity (↑)

Imagen No - 2B - TPU
V4

Imagen
Dataset,
LAION-

400M

Diffusion
Model

2.5M
Steps - - - - -

VQGAN-
CLIP Yes MIT License 227M 934MB Tesla

V100 - GAN - - 239s $19.25 0.27566 48.85

Stable
Diffusion 1.5 Yes

MIT License,
CreativeML Open
RAIL-M License

860M 4.27GB
256

Tesla
A100

LAION-
2B

Diffusion
Model

595K
Steps - 9.54s $0.70 0.33301 53.5934

Stable
Diffusion 2.1 Yes

MIT License,
CreativeML Open

RAIL++-M License
865M 5.21GB Tesla

A100
LAION-

5B
Diffusion

Model
55K
Steps - 16.57s $1.33 0.32863 53.3886

Stable
Diffusion XL Yes

MIT License,
CreativeML Open

RAIL++-M License
2.6B 6.94GB Tesla

A100
Internal
Dataset

Diffusion
Model

800K
Steps - 43.36s $3.49 0.3503 56.2288

Muse No - 3B - TPU
V4

Imagen
Dataset Transformer 1M Steps,

1 Week - - - - -

Rich
Text-to-Image Yes

MIT License,
CreativeML Open

RAIL++-M License
2.6B 6.94GB RTX

A6000 - Diffusion
Model - - 55.667s $4.47 0.28235 37.85625

DALL-E 3 No - - - - - Diffusion
Model

500K
Steps - - - - -

Table 4: Benchmarking text-to-image generation models (Imagen [Saharia et al.2022], VQGAN-CLIP [Crowson et al.2022],
Stable Diffusion 1.5 [Rombach et al.2022b], Stable Diffusion 2.1 [Rombach et al.2022b], Stable Diffusion XL [Podell et
al.2023], Muse [Chang et al.2023b], Rich Text-to-Image [Ge et al.2023], and DALL-E 3 [Betker et al.2023]). Inference time is
reported on Tesla T4 GPU. Inference cost is calculated to generate 1000 images on a Tesla T4 GPU. We identify SD1.5 as the
best available option owing to its competitive performance to the other high performing models and the requirements for the
problem P2.

Heavy
Shading

Medium
Shading

No
Shading

Multi
Color

SL CL SL CL SL CL SL CL
PT 0.01 30.29 0.0072 28.98 0.006 27.46 0.005 30.17
FT 0.01 30.65 0.0064 28.69 0.006 27.55 0.0047 30.54

Table 5: Style loss (SL) and content loss (CL) of pretrained
(PT) and fine-tuned (FT) Stytr2 models for different style
categories. We observe that the SL either decreases or re-
mains same for all the style categories.

Style loss quantifies the differences in the style between
style reference image and the stylized image while content
loss quantifies the differences in the content between the
content image and the stylized image. A lower score is pre-
ferred for both the metrics. We observe that Stytr2 outper-
forms all the other models on both the metrics while giving
a strong competition to AesPA-Net on other benchmarking
criteria. The quantitative analysis further reinforces our ob-
servation that the image stylization capability of Stytr2 is
superior to the other models including AesPA-Net for our
purposes.



Style Category Style Content Pre-trained Fine-tuned

Heavy Shading

Medium Shading

No Shading

Multi-color

Table 6: Qualitative results of pre-trained and fine-tuned
Stytr2 models on different style categories.

Models
Heavy

Shading
Medium
Shading

No
Shading

Multi
Color

PF IS PF IS PF IS PF IS
SD 1.5 0.322 49.185 0.320 47.761 0.319 45.599 0.311 45.919
FMFT 0.302 51.363 0.304 48.375 0.295 49.994 0.299 47.288
LoRA 0.326 45.436 0.325 45.932 0.323 44.130 0.332 42.613
DreamLoRA 0.329 50.721 0.331 51.119 0.327 46.376 0.331 45.234

Table 7: Prompt fidelity (PF) and Image similarity (IS) for
pre-trained model and fine-tuned SD1.5 models (bottom-3
rows) for different style categories.

Benchmarking text-to-image generation models for
P2: We benchmark multiple state-of-the-art text-to-image
generation models build with the identified AI technologies
for P2 i.e. diffusion models and transformers. To bench-
mark these models, we leverage the pre-trained versions of
these open-source models and provide style reference in the
prompt by specifying the artist’s name as a post-fix (e.g. a
drawing of a man in the style of Edvard Munch).

We select 50 artworks from the Edvard Munch’s archive
and generate the caption for these artworks using the BLIP
model [Li et al.2022]. We manually refine these captions
and correct the errors, if any. We use these refined captions
as the prompts to create images with different models. We
first qualitatively compare different models (refer to Ta-
ble 3), to evaluate their capability in style based generation
through text prompts. We find that all the three versions of
the stable diffusion model show good performance in captur-
ing different elements of Edvard Munch’s style such as the
similarity in drawing human faces and the choice of colors,
lines, and texture. Furthermore, we quantitatively bench-
mark these models on different criteria (Table 4 presents a
summary). We observe that among all the variants of Sta-
ble Diffusion models, SD 1.5 is the most efficient model in
terms of inference time and cost. Both VQGAN-CLIP and
Rich Text-to-Image are costlier than the three versions of
stable diffusion model. To further evaluate the model per-
formance, we leverage two evaluation metrics: prompt fi-
delity and image similarity. Prompt fidelity gives the sim-
ilarity between the prompt and the generated image while
Image similarity gives the similarity between the generated
image and the ground truth artwork. We use CLIP [Radford

et al.2021] embedding and CLIPScore [Hessel et al.2022]
to get the similarity scores. We observe that SDXL outper-
forms all the other open-source models on both the metrics.
However, both SD1.5 and SD2.1 achieve competitive perfor-
mance to that of SDXL with fewer parameters and less in-
ference time and cost. For the next stage, we choose SD1.5
model to develop custom models for P2 due to its relatively
inexpensive inference and competitive performance to that
of SD2.1 and SDXL.

5. Gen AI technology creation and evaluation: In this
stage, we further develop and refine the identified AI tech-
nology from the previous stage. We can also build a novel
AI technology depending on the requirements such as faster
inference, lightweight model, and artifact quality.

For our problems, we leverage the style categorized
dataset from the MUNCH Museum’s image archive for de-
veloping custom models. Here, we create style-specific
models by fine-tuning the pre-trained Stytr2 (for P1) and
SD1.5 (for P2) models for each style category in the dataset.

Image-to-image style transfer for P1: To develop the
custom style-transfer models for P1, we fine-tune the Stytr2
model on artworks from different style categories in the
dataset. For style reference, we sample 50 artworks from
each style category, and for input content images we sam-
ple 11400 content images from MSCOCO training set. We
use this style-content paired data as the training set for our
experiments. We fine-tune Stytr2 pre-trained model weights
separately on each of the style categories for 55000 itera-
tions. The time taken for fine-tuning each model is about
10 hours on an A100 GPU. To evaluate the performance, we
test the models on the style-content pairs from the remaining
artworks in each category and the 50 content images used
earlier for benchmarking. We compute the style and content
losses and report our findings in the Table 5.

We observe that the style loss either decreases or remains
same for all the style categories. Conversely, we see a de-
cline in the performance on content loss metric post fine-
tuning across all the categories except medium shading.
This could possibly indicate that the models are altering the
finer details of the content image in an attempt to capture the
elements of artistic style from the reference artwork. Qual-
itative examination of the results (see Table 6) indicates vi-
sual difference in the stylized outputs of the pre-trained and
fine-tuned models across all the categories. A closer inspec-
tion of the output in Table 6 reveals that the fine-tuned mod-
els can effectively transfer the fine-grained style attributes
such as line, color and texture from the style reference image
while simultaneously reducing noise artifacts in the output.

Text-to-image generation for P2: To develop the cus-
tom style-transfer models for P2, we fine-tune SD1.5 on art-
works from different style categories in the dataset. We pick
50 artworks from each category and manually refine the cap-
tions generated by BLIP [Li et al.2022] for these artworks.
We fine-tune SD1.5 based on the following three techniques:
(i) Full Model Fine-Tuning (FMFT), (ii) LoRA based Fine-
Tuning [Hu et al.2021], and (iii) Dreambooth LoRA Fine-
Tuning [Ruiz et al.2023]. We test the performance of these
style-specific fine-tuned models by re-creating the remain-
ing artworks in that style category and report the results with



Style
Category

Prompt Original
Artwork

SD1.5 SD2.1 SDXL FMFT LoRA DreamLoRA

Heavy Shading Drawing of a man with a mustache and a suit

Medium Shading Drawing of a city with a church and a river in the foreground

No Shading Drawing of a man sitting on a cart with a pipe

Multi-Color Painting of a couple standing in front of a tree with blue and
green leaves

Table 8: Qualitative comparison of pre-trained and fine-tuned text-to-image generation models. We append the style category
and the artist’s name to the prompt as post-fix (e.g. “Drawing of a man with a mustache and a suit, heavy shaded style, in
the style of Edvard Munch”) for the pre-trained models to provide the style information [Mun, Sivertsen et al.2023]. SDXL
and DreamLoRA outputs are more closer to Edvard Munch’s style highlighting their ability in capturing intricate artistic styles
better even when there is no explicit mention of artist name/style in the prompt

prompt fidelity and image similarity (see Table 7) metrics.
We observe that DreamLoRA fine-tuned SD1.5 models

consistently outperform the pre-trained model for all style
categories. It highlights the importance of dreambooth fine-
tuning to bind the rare token with an artistic style shown
visually through the artwork. The FMFT and LoRA tech-
niques boost the performance of SD1.5 on only one of the
two evaluation metrics suggesting the need to study and pro-
vide more sophisticated prompts to recreate artworks in a
given style. In Table 8, we present a qualitative comparison
of the artworks recreated with different models. We observe
that the fine-tuning of the model helps to better capture the
various elements of the artistic style without explicitly men-
tioning the style information in the prompt.

6. Deploying and maintaining the application
Although not a part of our core framework, this stage

builds on the outputs of the designed solution and is criti-
cal for delivering a reliable and efficient experience to the
end-users. The developed AI technology is integrated into a
software application and the application is further deployed
to serve the end-users. During deployment, the application
is installed on the target systems (e.g., on a cloud), and the
environments are configured according to the application re-
quirements. Post-deployment, the applications are to be reg-
ularly monitored and maintained for performance.

The solution designs that were produced as a result of ear-
lier stage problems P1 and P2 would be used later for fur-
ther downstream tasks such as co-drawing experiences with
Munch and AI-driven learning of the core styles of the artist
Edvard Munch.

Scope and Limitations While the framework has been
developed in the context of the visual art domain in this pa-
per, the framework can be easily extended to include other
domains that employ style. The hierarchical structure of
Style-Frame ensures that the top levels are more resilient to
extension, while the lower levels would change with domain
specifics. Similarly, the modular structure of Style-Frame
ensures that the new changes can be easily incorporated. The
present scope of the framework (in this paper) is around style
relevancy in generative AI visual art scenarios.

Conclusion

We propose a framework, Style-Frame, that synthesizes and
communicates core knowledge concepts in the design of cre-
ative applications dealing with style aspects of an artwork.
Framework is mainly aimed at creative solution architects,
and because of its applied nature, we believe, it is more
useful than blindly chasing the SOTA technologies or any
isolated literature review, benchmarking, or tutorials on the
topic. We applied Style-Frame in the experimental work for
a future interactive drawing experience for visitors at the
MUNCH Museum in Norway. The framework helped us
successfully navigate a very complex technology landscape.
It enabled us to systematically approach the design, under-
stand the design choices, and make more educated trade-off
decisions on technology options.

Our work on style raises an interesting question: Can
modern AI understand and replicate the style of an artist?
Some of our experiments revealed that an average person
with some exposure to the artwork finds it difficult to distin-
guish between the artist’s and AI-created images in terms of
attribution. However for art experts, style can be a much
deeper question than only the visual style statement - it
might involve the cognitive, experiential, creative, and ex-
pressive elements of an artist’s craft; more research is re-
quired in computational creativity to understand all these
systemic aspects well. The proposed framework can also
be extended in its dimensions as future AI research sheds
more light on these aspects.

Ethical Considerations

In the development of the Style-Frame framework for the
MUNCH Museum, we prioritised ethical principles, partic-
ularly the importance of maintaining authenticity and in-
tegrity within the realm of generative AI. This approach
is designed to safeguard the authenticity of artworks and
ensure the responsible use of technology, thus protecting
the artistic legacy of Edvard Munch whilst expanding the
knowledge about his work.
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