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Abstract
In 2035, humanity reached a tipping point where more 
content had been generated by artificial intelligence than 
humans throughout history. Soon after, next generation 
Generative Machine Learning (GML) systems began to be 
trained completely on machine generated content, 
producing state of the art results. This caused immense 
concern among both researchers and politicians as it 
became glaringly apparent that humans were training GML
systems that were ultimately rendering human creativity 
obsolete. In an effort to combat this, governments across 
the globe agreed to make it a requirement that all new 
GML systems be trained using data that could be identified
as “clearly human created”, effectively banning the use of 
models being trained on data that they themselves had 
previously generated.

This paper explores the ethics of the so called “human 
created” law by asking two closely related questions:

    1. Does enforcing a “human created” restriction on 
training data for generative models actually foster human 
creativity in any meaningful way?
       
    2. Why shouldn’t generative models be allowed to train 
on their own output? Is the act of taking inspiration from 
previously created work not what humans have been doing
for thousands of years?

We provide answers to these questions through an analysis 
of current training data usage, a review of existing 
literature [1, 2], and discussions with leading experts in the
GML space. This paper aims to provide a comprehensive 
background for decision makers to lean upon when tasked 
with defining the future of ethics for generative systems in 
creative fields. 
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