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Abstract

Recent popularity of generative AI tools has sparked
discussion on how the unpredictability of the tools af-
fects the creativity of the human and the AI program
alike, as unpredictability prevents the human user from
fully controlling the output. We present a framework for
categorizing unpredictability on four different dimen-
sions and analyze the types of unpredictability found
in generative AI tools. We also describe the rela-
tionship between unpredictability, uncontrollability, and
Jennings’ creative autonomy. We conclude that while
unpredictability does not on its own imply creative au-
tonomy, it could be used as a central condition for it, if
accompanied by other conditions.

Introduction
The recent popularity of generative and creative artificial in-
telligence (AI) has raised the relationship between AI and
creativity to common debate. For example, in a recent de-
cision, the United States Copyright Office determined that
in certain situations, the user of an AI image generation tool
is not considered the author of the work for copyright pur-
poses, because the tool works in an unpredictable manner.1

Many of today’s generative AI systems are unpredictable
in various respects and to varying degrees. If the unpre-
dictability of the system rules out the user’s (full) authorship
of the generated results, who or what can be attributed with
creativity when the end result itself is considered creative,
i.e., novel and valuable (Runco and Jaeger 2012)? Is it a
reasonable argument that the program must in that case have
committed creative acts?

In this paper, we present a categorization for unpre-
dictability that can be used to analyze different scenarios in
which unpredictability can affect the creativity of the sys-
tem. We argue that unpredictability may help to charac-
terize the creative autonomy of the system, defined as “the
system’s freedom to pursue a course independent of its pro-
grammer’s or operator’s intentions” (Jennings 2010). Un-
predictability implies that the human user does not have

1“Rather than a tool that [the user] controlled and guided to
reach her desired image, Midjourney generates images in an un-
predictable way. Accordingly, Midjourney users are not the “au-
thors” for copyright purposes of the images the technology gener-
ates.” (Kasunic 2023)

complete control over the system, which is a requirement
for creative autonomy of the system.

Throughout this paper, we assume that one is assessing a
creative system. We use language models and image gen-
erators as example tools without making claims about the
creativity of any specific tools for any specific tasks. Rather,
the arguments we present are philosophical in nature, ask-
ing the following question: assuming that the outputs of a
system are creative, how does its possible unpredictability
affect our judgement of the creative role and autonomy of
the system?

The rest of the paper is organized as follows. We first
present a definition for unpredictability and categorize dif-
ferent types of unpredictability. We then analyze unpre-
dictability of concurrent generative AI programs. Finally,
we present an argument that connects unpredictability to un-
controllability and thus Jennings’ creative autonomy (Jen-
nings 2010).

Unpredictability
In this paper, we define unpredictability as the inability of
an observer (e.g. the creator of a generative program or
its user) to determine the generative outcome of a program
given a specific input. The observer can be seen as an entity
that holds a certain amount of information about the pro-
gram through knowledge of its internal workings or holis-
tic observation of the program at work. This suggests that
unpredictability from the point of view of a user may be in-
fluenced by experience and thus has an element of time to
it and links it to other experiential properties of generative
systems, such as surprise (e.g. (Grace et al. 2015)). This
makes unpredictability a meaningful concept for evaluation
of computationally creative systems that allows us to com-
pare systems and link it to the discussion of meaningfully
assigning autonomy to an AI.

Unpredictability is not a characteristic that uniformly cov-
ers the whole output of a system. Rather, it is a question of
perspective. If the user prompts a language model to pro-
duce a poem, it usually is predictable that the output is, or
resembles, a poem, while many details about the structure
and word choices might be unpredictable. In the case of
generative systems, it is important to define the extent of un-
predictability; in this paper, we call the (unpredictable) fea-
tures of interest the outcome of the system. The outcomes



in our case are features of the artifacts the tools produce,
i.e., features that the user might want to control but cannot
due to unpredictability. These features can be concrete, such
as the exact colors used by an AI image generator, or more
abstract, such as the mood expressed by a generated poem.

We define unpredictability with respect to the process, the
outcome, and the observer, and we will similarly categorize
the different types of unpredictability based these three di-
mensions: (1) the cause of the unpredictability, i.e., what
kind of process causes the outcome to be unpredictable;
(2) the scope of the unpredictability, i.e., what types of out-
comes are unpredictable; and lastly (3) the point-of-view of
the unpredictability, i.e., who is the observer that determines
that the process is unpredictable. We also consider (4) the
duration of the unpredictability, i.e., when the predictions
are performed.

Causes of Unpredictability
We divide unpredictability to three categories based on
the cause of unpredictability: stochastic (indeterministic),
chaotic (deterministic), and mixed-cause unpredictability.

Stochastic unpredictability refers to indeterministic un-
predictability that cannot be predicted by the observer.
It is similar to Boden’s absolute unpredictability (Boden
2004); however, our definition includes technically deter-
ministic processes which cannot in practice be predicted,
such as pseudo-random number generators initialized with
unknown, randomized seeds. From the point of view of the
observer, the processes in this category are random. If the
outcome of a program is stochastically unpredictable, the
outcome will change unpredictably each time the program
is run.

Stochastic unpredictability can be more strong in some
scenarios than others. Compare, for example, a fair dice
roll and a weighted dice. Both of them contain some un-
predictability: we cannot be completely sure what the result
will be. However, in the latter case, one outcome is more
likely than the others. In an extreme case, a weighted dice
will almost always produce the same result, thus making it
completely predictable. Thus, depending on the probabil-
ity distribution, some cases of stochastic unpredictability are
more unpredictable than others. The exact categorization of
the subtypes of stochastic unpredictability is not in the scope
of this paper.

Chaotic unpredictability refers to deterministic but
chaotic processes. If a program is chaotically unpredictable,
its output will change unpredictably each time it is run with
a new input, but it will consistently provide the same output
for the same input. This category includes pseudo-random
numbers generated with a known seed. Neural networks
that are too complex for humans to understand (cf. Bur-
rell 2016) might also belong to this category. In Boden’s
terms, this type of unpredictability is called butterfly unpre-
dictability (Boden 2004).

Mixed-cause unpredictability is a combination of both
stochastic and chaotic unpredictability. In practice, many
generative AI programs include both types. For example,
a language model-based generator might first calculate the
probability distribution for the next word using a complex
neural network (chaotic unpredictability), and then sample
a word from the distribution (stochastic unpredictability). If
the outcome is the result of both stochastic and chaotic un-
predictability, it can change to some degree each time the
program is run with the same input while still retaining some
properties between the outcomes.

Scope of Unpredictability
We call the “size” of the set of features of the output af-
fected by the unpredictability the scope of the unpredictabil-
ity. Next, we sketch different levels of unpredictability based
on their scope. Note that the levels are not based on shallow,
technical distances such as edit distance, but rather on their
semantic distance. Here, we outline the idea, and a more
exact characterization is left for future work.

Low-level unpredictability occurs when the unpre-
dictable variation affects small details or minor choices in
the output, e.g., the exact word choices of a poem generator
or the exact colors produced by an image synthesis model
cannot be predicted.

Middle-level unpredictability refers to unpredictability
of broad details and major choices in the output. In a poem
generator’s output, this might mean features such as the
symbols used, or the meter followed. In an image synthe-
sis program, middle-level features might be the objects in-
cluded in the scene, the layout of the image and the art style
used.

High-level unpredictability refers to even more abstract
features, such as the topics included in the work. At the
highest level, even the artifact class itself could be unpre-
dictable.

Point-of-view of Unpredictability
Unpredictability is defined with respect to an observer for
whom the process is unpredictable. We propose the follow-
ing categorization to world- and user-unpredictability, which
can be compared to Boden’s categorization of creativity to
H-creativity and P-creativity (Boden 2004). Boden argues
that if the purpose is to evaluate the capability of an indi-
vidual — or a program — to be creative, then P-creativity
and what we call user-unpredictability are more interesting
concepts than H-creativity and world-unpredictability.

World-unpredictability refers to the situation in which
no one can predict the outcome of the process. By defini-
tion, this includes all stochastic programs, but it might also
include some chaotic programs if they are sufficiently com-
plex for any human to understand (cf. Burrell 2016).



User-unpredictability refers to the situation in which the
humans who choose the input to the program cannot predict
the output. While weaker than world-unpredictability, user-
unpredictability is still enough to establish the control the
user has over the output. If the user cannot predict the out-
come of the process, they cannot reliably control it (see the
chapter below for elaboration of unpredictability and con-
trol).

Akin to user-unpredictability, it is also possible to de-
fine concepts such as programmer-unpredictability and
audience-unpredictability, if needed.

Changes in Subjective Unpredictability
In addition to the how, what, and who of the previous catego-
rizations, we can also ask when the program is unpredictable
for a particular observer.

Permanent unpredictability lasts forever. By definition,
this includes all stochastic unpredictability, but some suffi-
ciently complex chaotic processes might also belong to this
category, at least if we only consider humans as possible ob-
servers.

Temporary unpredictability can be overcome, causing
the process to become predictable in time. For example, a
deterministic program becomes predictable for a certain in-
put after the first time it is run, as all the subsequent runs
will produce the same result. Likewise, a process presumed
to be chaotic can become predictable after it is understood
better.

Unpredictability in Generative AI Programs
Large neural networks used for generative tasks, such as
GPT-3 (Radford et al. 2019) and Stable Diffusion (Rom-
bach et al. 2022), contain billions of parameters and are
often regarded as black boxes due to their unexplainability.
Their intrinsic complexity makes it impossible for a human
to fully comprehend their operation (Burrell 2016), which
implies they contain unpredictability.

We argue that following our categorization of unpre-
dictability, most concurrent AI tools contain mixed-cause,
low/middle-level user-unpredictability. Complex AI mod-
els behave both predictably and unpredictability (Ganguli et
al. 2022) and contain both chaotic parts (such as determin-
istic neural networks) and stochastic parts (such as token-
sampling in language models and random noise in image
synthesis models). Since state-of-the-art models are broadly
speaking quite good at following instructions specified in
the prompt (Radford et al. 2019; Rombach et al. 2022), they
are predictable and controllable at high-level, but not neces-
sary at low- and middle-levels. While they contain some
world-unpredictable parts (such as those which are com-
pletely stochastic), they also contain parts which become
more predictable as the user gains intuition over the model’s
behavior, causing the model to be more unpredictable to
some users than others.

P ∋ x Q ∋ f(x)

Q ∋ f(x) P ∋ x
control f

predict f

Figure 1: The difference between predicting (determining
the outcome caused by the input property) and controlling
(determining the input property that causes the desired out-
come).

Unpredictability and Uncontrollability
To control a generative program, the user must be able to
predict the correct inputs P that will cause the desired out-
come Q. For example, if the user wants an image synthesis
program to use a certain color (e.g., Q is the set of images
with red color), they must determine which prompts cause
that color to be generated (e.g., P is the set of prompts that
contain the string “red”). The ability to control the program
corresponds thus to the ability to calculate or estimate the
inverse of the program.

Predictability, on the other hand, is about determining the
outcome Q given an input P . Logically, the ability to control
and the ability to predict are inverses of each other, and sep-
arate from each other. The difference is explained in math-
ematical notation in Figure 1. However, we argue that in
practice, unpredictability implies uncontrollability.

If the program was controllable but unpredictable, it
would mean that its inverse is predictable. If the pro-
gram was chaotically unpredictable, its inverse would not be
chaotic. If the program was stochastically unpredictable, its
inverse would not be stochastic. We argue that this kind of
situation is rare in the context and generative AI and creative
programs overall, but we’ll leave the proof for future work.
In the rest of the paper, we assume that unpredictability does
imply uncontrollability.

Note that the reverse is not true: a predictable program
can be uncontrollable. For example, a program that always
produces the same output is predictable and uncontrollable:
for any desired outcome Q which is not the outcome the
program produces, there exist no solutions for P .

Creative Autonomy
As discussed above, unpredictability makes it impossible for
the user to completely control the AI tool’s operation. Un-
predictability is therefore related to Jennings’ creative au-
tonomy (Jennings 2010): What appears as unpredictable be-
haviour to the user might be explained by creative autonomy
of the system. We seek to use unpredictability as a tool to
characterize the creative autonomy of systems, especially of
black box AI generators.

Jennings gives three criteria for creative autonomy: au-
tonomous evaluation, autonomous change of standards, and
non-randomness (Jennings 2010). Autonomous evaluation
allows the system to observe the quality of its own work
and thereby improve its operations. Autonomous change,



in turn, allows the system to adjust its own standards and
goals. Autonomous evaluation and change could be triv-
ially achieved with random behavior, but the third criterion
rules out fully random behaviour. Jennings explicitly allows
for randomness in the processes, and many creative systems
have stochastic components — they just shouldn’t be fully
random.

The relationship between unpredictability and creative au-
tonomy is not one-to-one. Not all unpredictability implies
creative autonomy: fully random behaviour would be un-
predictable but not autonomously creative. Also, not all un-
predictable generative behavior is creative. Vice versa, it
can be argued that some predictable processes do have cre-
ative autonomy despite their predictability, since being au-
tonomous does not entail being unpredictable. For example,
many human artists have a very constant style or paradigm
they follow, while retaining creative autonomy.

It is clear that deterministic unpredictability does not nec-
essarily entail creative autonomy, either. Consider fractal
images such as the Mandelbrot set image. These images are
deterministic but chaotic, and it is very hard to predict what
a certain “deeply zoomed” region of the image looks like
without solving the equation for the points in that region.
However, they are also completely static, and no evaluation
or change occurs when calculating the equation. The frac-
tal equation does thus not have creative autonomy, although
it can potentially produce novel and valuable images when
solved for yet unvisited regions of the coordinate plane.

Despite unpredictability not directly implying creative au-
tonomy, we argue that unpredictability could be used as
a condition for it in a yet-to-be formulated framework for
evaluating unpredictable programs: if the evaluations and
changes that occur during the program’s execution are un-
predictable, they cannot be controlled by the user and are
thus autonomous, assuming they are not fully random, i.e.,
the unpredictability should not be only stochastic.

Unpredictability could be used to show that the user is in-
capable of controlling a creative program, in order to pro-
vide arguments for the program’s creative autonomy. To
prove this for a single user during their use of the program,
the type of unpredictability used as a condition for creative
autonomy can be temporary user-unpredictability instead of
stronger forms of unpredictability such as permanent world-
unpredictability, although this would make the perception of
creative autonomy subjective allow it to change over time.
We leave the debate of whether this is acceptable or not and
how unpredictability shapes the artist’s perception of their
own role and agency to further research.

Conclusions
Unpredictability is an important property of many gener-
ative AI programs and has implications to their creativity,
since it limits the ability of the user to control the operation
of the AI programs. We presented a framework for catego-
rizing different types of unpredictability based on the how,
what, who, and when: the causes, scopes, observers, and the
change of subjective unpredictability. These categorizations
can be used to characterize generative AI tools.

We discussed the relationship between unpredictability,
uncontrollability, and creative autonomy (Jennings 2010).
Unpredictability implies uncontrollability, which is a re-
quirement for creative autonomy. While unpredictability
does not imply creative autonomy, it could be used as a
condition in a larger framework intended for determining
and analyzing creative autonomy in generative AI programs.
Further research should be conducted to determine a suffi-
cient set of additional conditions to be used alongside un-
predictability.

Unpredictability of complex generative systems, and the
lack of control it implies, shows that it can be difficult to
attribute creativity to one party only, be it the user, the de-
veloper, or the system. While the US Copyright Office’s
decision to deny authorship of the human who used an AI
image synthesis tool is probably justified, this does not mean
that the tool was the author. We argue that in this case,
there simply is no single author. This does not mean, how-
ever, that there is no creativity in the process: the creativity
is just not controlled by any one stakeholder. This implies
that, although not necessarily autonomously creative, unpre-
dictable programs do nevertheless play a significant role in
the creative process.
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