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Abstract

A significant challenge for evolutionary approaches to
story generation is to find a genetic representation for
a story draft that allows mutation and crossover opera-
tions while also being able to capture the constraints of
coherence between the different parts of the story. This
may be achieved by defining a narrative draft in terms
of combinations of knowledge structures that capture its
structure. The present paper reviews a previously exist-
ing solution for the evolutionary generation of stories,
both in terms of its representation, the evolutionary op-
erators and the fitness function, and outlines an alterna-
tive solution that improves upon it. The two solutions
are compared in terms of coverage of the search space,
efficiency of the evolutionary search process, and qual-
ity of the resulting narratives.

Introduction

Evolutionary solutions have proven to be appropriate for im-
plementing story generation systems based on models of de-
sirable stories rather than on models of how humans build
stories. This is because the essence of an evolutionary pro-
cess lies in informed selection among a population of can-
didates, with the construction of the candidates being mod-
elled on evolution via random mutation and crossover.

The challenge for applying this type of process to story
generation arises from the choice of a genetic representa-
tion. A genetic representation for a story draft must allow
mutation and crossover operations while also being able to
capture the constraints of coherence between the different
parts of the story. Solutions based on exclusively local rep-
resentation of the different spans of the story will lead to
outputs similar to those produced by the exquisite corpse
technique of the Surrealists (Adamowicz 1998) or the cut up
technique of the Dadaists (Cran 2013). Fragments cut out
literally from different drafts will most often not make sense
when put together in a new one. To avoid this problem, rep-
resentations must be chosen that represent the structure of
narrative in a way that captures its internal relations, but
which, when some part of it is altered—as by evolutionary
operators of mutation or cross over— it results in a different
narrative that is also structurally coherent.

The present paper reviews a previously existing solution
for the evolutionary generation of stories, both in terms of

its representation, the evolutionary operators and the fitness
function, and outlines an alternative solution that improves
upon it. The two solutions are compared in terms of cover-
age of the search space, efficiency of the evolutionary search
process, and quality of the resulting narratives.

Previous Work

The work presented in this paper requires understanding of
three aspects of story generation: plot representation, prior
evolutionary approaches and the existing approach used as
starting point.

Basic Challenges of Plot Representation

Good stories have plot: the events in them are connected by a
sense of causality (Forster 1927). Forster’s famous argument
states that “The king died. The queen died.” is a chronology
of events, but “The king died. The queen died of grief.” is
a plot. Knowledge-based procedures for story construction
rely on capturing relations between events in some form in
the representations they use for stories. Causal relations be-
tween events can be captured over complete story schemas
(Booker 2004) or by defining smaller building blocks—such
as planning operators—that define preconditions and post-
conditions with other elements in the story (Young et al.
2013). An intermediate approach relies on axes of interest
or Aols—small sequences of plot atoms representing events
connected by plot-relevant causality and sharing characters
in roles important to the plot (Gervas 2019). Table 1 shows
an example of two Aols combined into a simple plot.

Evolutionary Story Generation

Evolutionary algorithms have been applied to combine story
fragments involving particular entities to the story, relying
on a fitness function that combines coherence and interest of
the story (McIntyre and Lapata 2010) or to generate small
narrative fragments for text-based games using an evolu-
tionary solution driven by novelty (Fredericks and DeVries
2021).

Other approaches have combined planning-based tech-
niques to generate stories with evolutionary selection based
on fitness functions. Aspects considered in the fitness func-
tions are the believability of the story and the percentage of
the user-defined goals the current story accomplishes (Kar-
tal, Koenig, and Guy 2014) or degree of matching between



Aol Plot Atom Roles

ABDUCTION Kidnapping (abductor=x, abducted=y)
Rescue (abducted=, rescuer=z)

CALLTOACTION  Call (called=hero,caller=sender)
Reward (rewarded=x)

(a) two axes of Interest (Aols)

AB  Kidnapping(abductor=villain,abducted=victim)
CA  Call(called=hero caller=sender)
AB  Rescue(abducted=victim,rescuer=hero)
CA Reward(rewarded=hero)
(b) a combination of them into a simple plot
(protagonist in Bold, rest of the characters in Italic).

Table 1: Plot representation in terms of Aols.

Aols Abduction (relation) CallToAction

Shared roles | hero = hero

Sequencing | Abduction < CallToAction
Rescue > CallToAction
Rescue < Reward

Table 2: Example of constraint: the hero of both Aols must
be the same (line 2), the abduction must take place before
the call to action (line 3), the rescue must take place after
the call to action (line 4) and before the reward (line 5).

the tensions in the story and a target curve of evolving ten-
sions provided as input (de Lima, Feij6, and Furtado 2019).

Our Starting Point

The evolutionary solution in (Gervds 2022) combines Aols
(see Table 1 above) using as fitness function the correct se-
quencing of events and acceptable occurrence of characters
sharing roles across Aols. The genetic representation em-
ployed for evolutionary construction of stories represents a
narrative in terms of how the plot atoms in the Aols are pre-
sented in the ordered sequence that constitutes the discourse
of the narrative, and how the various roles for characters in
the plot atoms are instantiated with identifiers for the char-
acters in the narrative.

The fitness function that drives the evolutionary process
relies on metrics for sequencing of events, and occurrence
of characters sharing roles across Aols proposed in (Gervas
2022). For each pairwise combination of Aols the con-
straints on character occurrence and event sequencing are
expressed in the form of constraints as shown in Table 2.
The metrics assign a partial score over 100 to each sequenc-
ing constraint over events, corresponding to the number of
positions that one of the elements would need to shift for
the constraint to hold (normalised over the length of the se-
quence). Each role-sharing constraint present is scored 100
if met and O otherwise. The final score for a draft is com-
puted as the weighted sum of the average value of the role-
sharing constraints and the average value of the sequencing
constraints. The relative weights for sequencing and role
sharing constraints have been empirically set to 20 and 80.

This metric provides a progressive scoring, so that drafts
where the sequencing constraints are not met are scored rel-
ative to how far they need to be modified for the constraints

to be met. This allows mutations that modify the sequence
in the right direction to be scored progressively higher, al-
lowing evolution to converge towards optimal solutions.

Optimising the Evolutionary Process

A detailed study of the performance of the original algorithm
lead to the identification of some shortcomings, which, when
solved, lead to significant improvements in performance.

Issues with the Original Genetic Representation

The original evolutionary solution relied on a genetic repre-
sentation that presented three important shortcomings. First,
it represented the order in which the plot atoms appeared in
the story in terms of the set of jumps to be made over the
the constituent Aols. Small changes in the set of jumps lead
to very different final stories. This lead to poor exploration
of the search space, because it made it difficult to explore
alternatives close in the neighbourhood of given individual.
Second, the genetic representation allowed jumps to be pos-
tulated even when there were no further Aols available to
jump to, having all been exhausted in prior jumps. This cre-
ated situations in which different genetic representations—
one that indicated a shift to another Aol at that point and
one that did not-resulting in the same actual narrative. This
had a negative side effect in that populations might have in-
dividuals with different genotype but equivalent phenotype.
Third, the representation for the instantiations of roles from
different Aols with shared characters lead to assymmetries
between different parts of the encoding vector: positions
at the start of the vector had a wealth of potential candi-
dates to be instantiated, whereas positions later in the vector
could only be instantiated with characters already assigned
to incompatible positions earlier. This also lead to underper-
formance of the evolutionary algorithm when exploring the
search space.

These shortcomings went unnoticed in the early tests be-
cause it was assumed that the observed low scores were the
result of incompatible restrictions for a given set of Aols.
However, more detailed consideration lead to the discovery
of the negative impact of these problems in the genetic rep-
resentation, which were stopping the evolutionary algorithm
from reaching more desirable areas of the search space.

An Improved Genetic Representation

The original genetic representation has been replaced with a
new version that resolves the observed shortcomings. It still
encodes separately the order in which the plot atoms from
the various Aols appeared in the discourse and the instanti-
ations of roles from different Aols with shared characters of
the story.

The order of appearance is now encoded as sequence of
indices of the plot atoms to be included in the discourse.
Each index simply indicates which plot atom from which
Aol should feature next in the discourse. Mutation is now
encoded as a shift of a particular index either forwards or
backwards in the sequence for a number of positions cho-
sen at random. Shifts involve skipping over plot atoms from
other Aols but they must respect the relative order of plot



atoms within the same Aol. This encoding does not allow
crossover operations, as cutting different representations at
the same point is likely to result in drafts with either missing
or redundant instances of plot atoms in some Aols.

The instantiations of roles from different Aols with shared
characters of the story is now encoded as a set of specific
data structures for encoding any variables that have a shared
instantiation across pairs of Aols. Mutation is now encoded
as either adding or eliminating a connection to the data struc-
ture for a particular pair of Aols. The choice of which pair of
Aols to consider and whether to add or eliminate are chosen
at random within the bounds of available possibilities. Pairs
with no connections only allow addition, pairs with all avail-
able variables already connected only allow elimination.

Although the new representation no longer allows
crossover operations on the subsets of the genetic represen-
tation that encode the different aspects, a certain crossover
is possible by swapping the representations of the relative
order in the sequence between two different individuals to
give rise to a new pair.

An example of system output encoded with the new
genetic representation is shown in Table 4. This exam-
ple shows together the improved genetic representation—the
genotype— and the instantiation of it as story—the phenotype.
Additionally it shows the intermediate data structures that
translate the genetic encoding into the features that are used
to construct the final draft for the narrative.

The textual rendering presented for the narrative is not
intended to be the final medium for presenting it to a po-
tential audience. Since the generation procedure described
here is only concerned with the narrative structure of the
plot, it is beyond the scope of the paper to evaluate or even
consider aspects specific to the linguistic rendering of this
content. Nevertheless a template-based transcription of the
content is included to facilitate the appreciation of the nar-
rative structure. Alternative solutions based on neural tech-
nologies, such as generative pre-trained transformers (Dale
2021), may be considered in future work.

Metric for Romantic Coherence

An undesirable feature of the early results was the fact that
the resulting narratives exhibited in some cases incoher-
ent behaviour of the characters in terms of their romantic
inclinations. As many of the Aols involve romantic re-
lations between the characters, this often resulted in sto-
ries where characters exhibited surprisingly promiscuous
behaviour, such as marrying several different characters in
succession with on intervening explanation of their change
of heart. These situations came about when two Aols were
combined that both included romantic relations between the
characters, for instance SHIFTINGLOVE—which involves a
character oscilating between two different love interests as
the story evolves and deciding on one towards the end—
and RELENTINGGUARDIAN-which involves a couple who
wants to marry overcoming the obstacle of a guardian op-
posed to the match. When these two Aols are combined,
there were no safeguards in the original solution to avoid
that a single character end up being matched with two dif-
ferent partners, one under each Aol.
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Figure 2: Improved genetic representation.

To filter out these cases, an additional component was
added to the metrics that scored each character in a draft
in terms of the their romantic consistency. Each character in
a draft is now assigned a romantic consistency score of 100
if has at most one single romantic match, and each draft is
assigned the average of the scores on romantic consistency
of the characters in it. This additional metric is added to the
existing fitness function, which is already computed as an
average of a number of metrics on consistency over differ-
ent pairs of Aols.

Discussion

The two genetic representations considered for the discourse
sequence of the story are shown in Figures 1 and 2. The
original representation encoded the operations required to
combine the Aols, including a gene to indicate which Aol to
start the story on, binary genes for each position in the draft
to indicate whether a transition to a different Aol followed,
and numerical genes to indicate how many Aols to skip in
each transition. In contrast, the new representation encodes
simply the final order of the discourse.

The introduction of the new representation has lead to
a significant increase in the average scores of the popula-
tions for runs on equivalent sets of inputs. The results may
be compared in terms of the relative scores on quality, be-
cause both the knowledge resources and the evaluation met-
rics used as fitness functions remain the same. A quantita-
tive comparison of the score for the two versions is shown
in Table 3.

Whereas the results of the earlier version converged to the
scores considerably below the maximum threshold, the cur-
rent version reaches achieves consistently higher scores un-
der similar circumstances. It also does frequently reach the



Version Pop.size  Average score Highest score

Original 100 59.2 80.1
Improved 100 67.0 94.6
Original 200 59.1 77.9
Improved 200 73.3 98.0

Table 3: Comparative scores for the evolutionary solution
based on the original genetic representation and the im-
proved version. Scores shown are averages over 10 runs of
each system with the same setting: population size of 100
and 200, 20 generations, seed RAGS2RICHES, expanding
with 3 additional Aols.

maximum score. This is due to a significantly better explo-
ration of the search space. The earlier version of the pro-
cedure must have been stuck in local optima held back by
redundant encoding. This hypothesis is supported by the
fact that an increase in the size of the population does not
yield any significant changes in the scores. It is important
to note that, while the increase in the size of the population
does lead to a slight increase in the scores for the version
using the improved representation, the scores for the version
using the original representation are even lower than with a
smaller population.

The shortcomings observed in the original genetic rep-
resentation correspond to the problems of non-synonymous
redundancy and low locality (Rothlauf 2006). The improved
performance of the proposed solution highlights the impor-
tance for evolutionary approaches to story generation to sat-
isfy such general requirements on genetic representations.

This improvement in the overall scores that arises from
the modified genetic representation is compensated by the
introduction of the additional metric on romantic consis-
tency. With this addition, the final scores of the popula-
tion recover their discriminating capability, and the results
now include narratives that are coherent with respect to the
romantic lives of the characters. The metric for romantic
coherence is consistent with prior approaches to evaluating
semantic coherence of significant events over story drafts
(Gervas, Concepcidn, and Méndez 2022).

In general terms, the set of metrics integrated into the fit-
ness function are defined over characteristics that are spe-
cific to the phenotype rather than the genotype of each draft.
For this reason, they are applicable to any stories regard-
less of whether they have been produced by an evolution-
ary procedure or any other construction method. To apply
these metrics to stories beyond the output of this system the
only requirement is to provide means for the specific fea-
tures being considered—narrative roles, plot-relevant events,
story milestones that imply romantic commitments. . . —to be
extracted from the stories to be considered. As the signifi-
cance of such features for the evaluation of stories is difficult
to question, the set of metrics in themselves can be consid-
ered a valuable contribution to the field.

This is especially useful in a context where the application
of neural technologies has lead to a proliferation of solu-
tions for story generation based exclusively on probabilities
of word co-occurrence. Such solutions are known to be sus-

ceptible of significant improvement by means of fine tuning
procedures driven by reinforcement learning based on com-
putational reward models (Ziegler et al. 2019). If the prob-
lem of automatically extracting semantic information from
text can be solved successfully, metrics such as these can
prove to be valuable contributions for solutions based on
large language models as support either for reward models
during fine tuning or for filtering and refining outputs—in the
processes known as prompt engineering.

Conclusions

The improved genetic representation proposed for evolu-
tionary combination of plot-relevant spans of discourse
solves the shortcomings observed in prior versions. The sto-
ries obtained with the enhanced version achieve significantly
higher scores under the existing metrics for story quality,
leading to a point where system outcomes consistently reach
top scores.

As this endangers the discriminating power of the met-
rics for identifying higher quality stories, an extension of the
metric has been proposed. The extension measures the co-
herence of the romantic behaviour of the characters. Under
the extended set of metrics the system generates stories that
have recognisable narrative structure and in which the char-
acters are consistent in terms of their romantic relations.

The metrics on story quality proposed to inform the evo-
lutionary fitness functions are designed to captures features
relevant to the evaluation of narrative and they are indepen-
dent of the genetic representation and the overall evolution-
ary procedure. They are therefore valuable contributions to
the field of story generation in general on their own right.

As future work we intend to address issues at two dif-
ferent levels. In terms of richer representations of narrative
structure, we will explore extensions to the construction pro-
cedure to make it capable of generating narratives as a series
of connected episodes. In terms of improvements on the ren-
dering of the narratives as text we will consider solutions for
rendering the resulting plots as text that rely on generative
pretrained transformers.
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