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Abstract

In this paper, we propose Calliffusion, a system for gen-
erating high-quality Chinese calligraphy using diffusion
models. Our model architecture is based on DDPM
(Denoising Diffusion Probabilistic Models), and it is
capable of generating common characters in five dif-
ferent scripts and mimicking the styles of famous cal-
ligraphers. Experiments demonstrate that our model
can generate calligraphy that is difficult to distinguish
from real artworks and that our controls for charac-
ters, scripts, and styles are effective. Moreover, we
demonstrate one-shot transfer learning, using LoRA
(Low-Rank Adaptation) to transfer Chinese calligraphy
art styles to unseen characters and even out-of-domain
symbols such as English letters and digits.

Introduction
Chinese calligraphy, which is the artistic writing of Chinese
characters and a prominent form of East Asian calligraphy,
can be seen as a distinctive form of visual art. There are
five Chinese calligraphy scripts, regular (楷), semi-cursive
(行), cursive (草), clerical (隶), and seal (篆) script. Regu-
lar script is the most common script for writing nowadays.
Semi-cursive script is faster to write compared with regular
script but is still easily readable. Cursive script is known for
its speedy writing style, but it can be challenging to read.
Clerical script and seal script nowadays are mainly used for
artistic purposes. Besides, each famous calligrapher has his
or her own style. Even when they write the same character
in the same script, the calligraphy may look very different.
For example, Figure 1 shows 10 samples of the same char-
acter. Here, each column belongs to a different script, and
for each script, we show two samples of different styles.

Recently, we see a trend in generating Chinese calligraphy
using AI, including Zi2zi(Tian 2017), CalliGAN(Wu, Yang,
and Hsu 2020), and ZiGAN(Wen et al. 2021). Most of them
adopt a GAN (Generative Adversarial Network)(Goodfel-
low et al. 2014) architecture, training on paired data of
printed font and handwritten font while performing image-
to-image translation during inference. Despite some effort
on improving the data efficiency (Zhou et al. 2021), two
major challenge remains: (1) to generate high-quality cal-
ligraphy, and (2) to apply effective controls on characters,
scripts, and calligraphers’ styles.

Figure 1: 10 samples of the character ”风” (wind).

If we visualize the calligraphy artworks in the 3-D space
of characters, scripts, and styles, the distribution of the sam-
ples would be very sparse. There are thousands of Chinese
characters, while most calligraphers’ work collections only
cover a small portion of the characters in particular scripts.
In this paper, we aim to model the sample distribution in the
3-D space and generate calligraphy of any character, script,
and style.

To this end, we introduce a new method for generating
Chinese calligraphy with Denoising Diffusion Probabilistic
Models (DDPMs)(Ho, Jain, and Abbeel 2020). In particu-
lar, we control the model using external conditions based on
Chinese text descriptions of character, script, and style. Dur-
ing training, we utilized labeled calligraphy images, while
during inference, we used description texts to control the
generation process. Notably, unlike most previous studies
that rely on GANs and require an input image for genera-
tion, our method does not necessitate the use of any images
during inference.

Besides with-in distribution generalization, we also uti-
lize Low-Rank Adaptation of Large Language Models
(LoRA)(Hu et al. 2021) to achieve out-of-distribution style
transfer via one-shot fine-tuning. Experiments show that
such an approach can transfer existing scripts and styles to
unseen characters and even out-of-domain symbols such as
English letters and digits.

Our model could be very useful for individuals engaged
in the process of learning Chinese calligraphy. A common
approach to learning Chinese calligraphy is to study the art-



work of famous calligraphers and imitate their styles. How-
ever, the artwork resources of specific calligraphers are usu-
ally limited, and it is almost impossible to obtain any char-
acter for a specific calligrapher. With the aid of our model,
learners can overcome such limitations, generating artworks
of any character, any script, and any style.

In summary, the major contributions of our Calliffusion
system are:

• As far as we know, it is the first diffusion model for gen-
erating high-quality Chinese calligraphy artwork.

• The controllable generation is effective. The conditional
model can generate calligraphy in any character, script,
and calligrapher’s style.

• The style transfer technique is effective. Our one-shot
fine-tuning technique can adapt certain scripts and writ-
ing styles to unseen Chinese characters and even English
letters and digits.

Methods
Diffusion Model
In our research, we used a U-net(Ronneberger, Fischer, and
Brox 2015) model as the backbone model and used DDPMs
sampling, which include a forward process (diffusion) that
progressively disturbs the organization of the data x0, and a
reverse process (denoising) that is trained to restore the ini-
tial data x0 from the corrupted input. In this context, x0

refers to the calligraphy image. The forward process in-
volves the addition of Gaussian noise in N diffusion steps
as shown in equations 1 and 2 below.

q(xt|xt−1) = N (xt;
√
1− βtxt−1, βtI) (1)

q(x1:T |x0) =

T∏
t=1

q(xt|xt−1) (2)

The variance scheduling parameters β1, β2, . . . , βN are
employed to regulate the diffusion process. On the other
hand, the reverse process requires the model to define a
Markov chain that sequentially rebuilds the calligraphy im-
age x0 from a disturbed input xN , which follows a normal
distribution N(0, I). The equations 3 and 4 below show the
reverse process.

pθ(x0:T ) = p(xT )

T∏
t=1

pθ(xt−1|xt) (3)

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)) (4)

While in the process of training, we aim to minimize the
target by optimizing the model parameters represented by ϵθ
as equation 5, where t is uniformly sampled from [1, N ] and
ϵ ∼ N (0, I), at := 1− βt, ᾱt :=

∏t
s=1 αs.

L(θ) = Ex0,ϵ,t

[∥∥ϵ− ϵθ(
√
ᾱtx0 +

√
1− ᾱtϵ, t)

∥∥2] (5)

Adding Controls with External Conditions
In order to control the generations, we rely on three condi-
tions, i.e., characters, scripts, and styles. In specific, We use
a short description of Chinese text input, such as ’人字 隶
书 曹全碑’ (’Ren Character, Clerical script, Caoquanbei’)
to control the generations. The text consists of three parts,
and a space separates each part. The first part of the text
determines the character, the second part controls the script,
and the last part determines the calligrapher’s style. The in-
put text is then passed through a pre-trained Chinese BERT
model (Devlin et al. 2018) to obtain cross-attention embed-
dings. These embeddings are combined with the image dur-
ing the training of the diffusion model. The structure of this
conditional model is illustrated in Figure 2.

Figure 2: The diffusion model structure with one cross-
attention condition that comes from a Transformer encoder.

Style Transfer via Fine-tuning
Based on the conditional diffusion model, our Calliffusion
system can further transfer the scripts and styles to unseen
characters and out-of-domain symbols via one-shot fine-
tuning. During the fine-tuning process, we only need to pro-
vide the model with a single image of the new character or
symbol, either letting its script or style be specified or not
specified. After that, the system can generate new callig-
raphy by applying a script and a style to that character or
symbol.

The fine-tuning technique is based on LoRA, which is
a training technique that speeds up the training process of
large models while reducing memory consumption. LoRA
achieves this by adding update matrices, which are rank-
decomposed weight matrices, to the existing weights, and
only updating the newly added weights during training. By
keeping the previously pretrained weights frozen, the model
is protected against catastrophic forgetting, where it loses
previously learned information during further training. Ad-
ditionally, the rank-decomposition matrices used in LoRA
have significantly fewer parameters compared to the original
model, making the trained LoRA weights easily transferable
and portable.

Training
Dataset
We collected our own dataset by downloading copyright-
free Chinese calligraphy images from online. The dataset



(a) 5 generated character ’Dong’ in different scripts. (b) 5 generated character ’Jin’ in different scripts.

(c) 4 characters in clerical script and Caoquanbei’s (曹全碑)
style. The first image is generated by our model and the real
sample for this character in Caoquanbei’s style does not exist.
The other three images are real Caoquanbei’s calligraphy.

(d) 4 characters in semi-cursive script and Wang Xizhi’s (王羲
之) style. The first image is generated by our model and the real
sample for this character in Wang Xizhi’s style does not exist.
The other three images are real Wang Xizhi’s calligraphy.

(e) 4 characters in cursive script and Mao Zedong’s (毛泽东)
style. The first image is generated by our model and the real
sample for this character in Mao Zedong’s style does not exist.
The other three images are real Mao Zedong’s calligraphy.

(f) 4 characters in seal script and Wang Kuaijishike’s (会稽石
刻) style. The first image is generated by our model and the real
sample for this character in Wang Kuaijishike’s style does not
exist. The other three images are real Kuaijishike’s calligraphy.

(g) Generated calligraphy for a sentence of a poem. The condi-
tions are regular script and Yan Zhenqin(颜真卿).

(h) Generated calligraphy for a sentence of a poem. The condi-
tions are semi-cursive script and Su Shi(苏轼).

(i) Generations based on with one-shot fine-tuning. The conditions for generation are different from the conditions in fine-tuning but the
generated calligraphy images have the features of those conditions.

Figure 3: Qualitative results of our Calliffusion system.

includes images from 5 scripts, featuring 3975 unique char-
acters and 1431 artists. During the preprocessing stage, we
applied a threshold and only retained characters with more
than 10 samples, resulting in a reduced dataset of 2025 char-
acters and 1387 artists.

Additionally, for style transfer with English letters and
numbers, we utilized a handwriting dataset from a previous
study (De Campos et al. 2009).

Hyperparameters
We utilized the ”diffusers” package(von Platen et al. 2022)
in Python as the underlying framework for our diffusion
models. We configured four blocks in the U-Net architecture

with dimensions of 320, 640, 1280, and 1280, each con-
sisting of two layers. We used a Chinese BERT(Devlin et
al. 2018) model to obtain cross-attention embeddings with a
size of 768 from the input text. The sample size was set to
64, and the batch size was set to 16. We employed the Adam
optimizer with a learning rate of 1×10−5 and a weight decay
of 1 × 10−6. The training was conducted on two NVIDIA
A100 40G GPUs for a total of 120 hours.

Calligraphy Generation Examples
Style-free Generation
Though we used three different conditions to train our mod-
els, we do not have to specify all of them during generation.



Regular Semi-cursive Cursive Clerical Seal Total
Script Character Script Character Script Character Script Character Script Character Script Character

Real Samples 0.91 0.93 0.83 0.81 0.88 0.68 0.96 0.83 0.97 0.81 0.88 0.78
Generated w/o style condition 0.92 0.94 0.86 0.89 0.89 0.72 0.94 0.87 0.97 0.80 0.91 0.84
Generated w/ style condition 0.96 0.94 0.86 0.95 0.88 0.64 0.97 0.91 0.99 0.79 0.93 0.85

Table 1: The performance of our generated data in different scripts in accuracy

In this section, we show some style-free generation exam-
ples by only conditioning on scripts and characters during
inference time. Figure 3(a) and Figure 3(b) show generated
artworks for two characters, each rendered with 5 different
scripts. We see that our models are capable of producing
high-quality Chinese calligraphy images, and the controls
applied to both character and script are effective.

Stylistic Generation
We randomly choose 4 characters and render them in an
“unfamiliar” style, in the sense that the character-style pair
never appears in our dataset. In Figure 3(c) to Figure 3(f),
each rendered example is listed together with several real
artworks in the corresponding style to showcase the style
similarity and consistency. Here, in each of these sub-
figures, the first character was generated by our model and
the other three are real samples. These examples demon-
strate that the control on style is effective, and our later sub-
jective evaluation reveals that even people who know these
styles well have difficulty spotting real and generated art-
works.

Transfer learning with One-shot Fine-tuning
During our training, we intentionally leave out a common
Chinese character ’明’ (bright). Later, we handpick two
samples, one in regular script by Liu Gongquan and the other
in clerical script by Tangtaizong, to fine-tune the model, re-
spectively. After fine-tuning, our model acquired the knowl-
edge of this character and can apply it to other calligraphers’
styles. As depicted in the left side of Figure 3(i), we gener-
ate ’明’ in regular script with Yan Zhenqin and in clerical
script with Caoquanbei.

For digits and English letters, which are certainly not in-
cluded in our dataset, we pick ’4’ and ’a’ to conduct fine-
tuning. Even with just one-shot, we do not set any specific
script or style conditions but only inform the model that the
characters are ’4’ and ’a’. During inference, we incorporate
seal script as a condition, and the resulting generated im-
ages, as shown on the right-hand side of Figure 3(i), exhibit
the features of seal script.

Experimental Results
Objective Evaluation
We used an off-the-shelf pre-trained classifier to recognize
the generated images. The classifier is a multitask classi-
fier., whose backbone model is a Res-Net model with two
classification embedding layers, one for scripts and one for
characters. The generated corpus consists of 2000 images.
The first 1000 images are generated by conditioning on the
200 most common characters, each with 5 scripts. We also

keep the setting but select 5 famous calligraphers’ styles as
an extra condition to generate another 1000 images.

The results presented in Table 1 show that our generated
calligraphy is highly similar to real calligraphy. Our gener-
ated samples have slightly higher accuracy than the test data
(which are real artworks) of the pre-trained classifier. Fur-
thermore, adding style conditions marginally improve the
overall accuracies.

Subjective Evaluation
We designed a survey with three types of questions:

Identify the fake artwork: For each question, we ran-
domly choose a calligrapher’s style and select one generated
sample produced by our model. The character of the gener-
ated sample has never appeared in the collection of the cal-
ligrapher’s work. Then, we list the generated sample with
three genuine artworks composed by the same calligrapher
(similar to the layout shown in Figure 3(c) to Figure 3(f)),
asking subjects to identify which of the four choices is gen-
erated by an AI model.

Identify the real artwork: The setup is similar to the first
type, but the task is to tell the real artwork from the fake ones
generated by the model.

Identify the script after transfer learning: For each
question of the third type, we use either an English letter
or digit generated by our fine-tuned transfer-learning model
conditioned with specific scripts and ask subjects whether
they can point out the scripts of generated characters. (The
generated results are similar to the samples in Figure 3(I).)

The survey comprises a total of 10 questions. The first
two types of questions contain 4 options each, and a lower
accuracy indicates that our generated Chinese calligraphy
is highly similar to genuine calligraphy. The third type of
question presents 5 options, and a higher accuracy indicates
that our generated calligraphy for non-Chinese characters
exhibits the characteristics of Chinese calligraphy scripts,
making it recognizable to subjects.

Table 2 presents the average accuracy and p-value of z
score hypothesis testing for each type of question. We col-
lected responses from 150 individuals in China, out of which
87 claimed to have practiced Chinese calligraphy or know
the scripts and style used in the survey. The null hypothesis
in this study is that the accuracy for each question is equal
to random guessing (25% for questions with 4 options and
20% for questions with 5 options).

For the first two types of questions, the accuracy for in-
dividuals with previous knowledge of Chinese calligraphy
is slightly higher than random guessing, whereas, for those
who are unfamiliar with calligraphy, the accuracy is slightly
lower. The p-values show that the results are not signifi-
cantly different from random guess. In contrast, the third



Know Calli Don’t know Total
No. 87 63 150
Q. Acc(P-Val) Acc(P-Val) Acc(P-Val)
1↓ 0.275(0.296) 0.245(0.853) 0.263(0.459)
2↓ 0.286(0.293) 0.246(0.917) 0.269(0.458)
3↑ 0.796(***) 0.579(***) 0.706(***)

Table 2: The accuracy and p-value of each type of question
in our survey.

type of question revealed that around 70% of the subjects
were able to identify the calligraphy script characteristics in
our generated non-Chinese symbols, and the p-value indi-
cates that this result is significant at p < 0.001.

Limitation
In this section, we presented examples of unsuccessful gen-
erated outcomes that could potentially pass an objective
classification assessment but can be easily identified by hu-
mans familiar with the Chinese language. These failures can
be categorized into two primary types: the missing of certain
strokes, shown in Figure 4(a), or the addition of unnecessary
strokes, shown in Figure 4(b). According to our experiment,
we discovered that increasing the amount of training data
and conducting more training epochs can lead to a reduction
in the number of generated failures.

(a) Generated failures with
missing strokes.

(b) Generated failures with
unnecessary extra strokes.

Figure 4: Comparison of unsuccessful and successful results
of our Calliffusion system.

Conclusion
In this paper, we introduce a conditional diffusion model
for generating Chinese calligraphy. We demonstrate that
our model can produce high-quality calligraphy by condi-
tioning it with various combinations of characters, scripts,
and styles. Additionally, we can generate previously un-
seen Chinese characters or even non-Chinese symbols using
a one-shot transfer learning with LoRA. The artworks pro-
duced by our model undergo assessment through both ob-
jective and subjective evaluations. The objective evaluation
demonstrates that our generated calligraphy exhibits excep-
tional accuracy when classified by a pre-trained classifier.
The subjective evaluation indicates that when our generated

samples are compared with authentic calligraphy, discern-
ing between the two becomes exceedingly challenging for
human observers.

Moving forward, our aim is to delve into the realm of
few-shot style transfer learning for novel styles and scripts.
Currently, we have the capability to perform style transfer
for new characters or symbols using a one-shot approach.
The future plan is to discover an effective method to learn
new scripts beyond the five conventional Chinese calligra-
phy scripts or acquire new styles from the handwriting of
any individual, which could make our model become even
more valuable and versatile.
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