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Abstract

Can creative jobs be performed by machines? Such
questions are in debate, as Learning Endowed Gener-
ative Systems threat to invade creative areas by recently
achieving great results in several widely-accepted cre-
ative tasks. Computational Creativity has prolifically
provided us with formal tools to address such argu-
ment, systematically leaving ”learning” out of the equa-
tion. Before that, Formal Learning Theory, also in-
formally known as ”learning in the limit”, allowed to
study some of the limits of learning, yet mainly pinning
these results to the language acquisition and scientific
discovery problems, with no known example of gen-
eralized analogies to other more widely accepted cre-
ative domains. We will endeavour to explore the paral-
lels between these two currently disparate areas, Com-
putational Creativity and Formal Learning Theory, by
identifying points of contact and clear differences and
expanding both in a convergent joint transdisciplinary
direction. This merged view is believed not only to
spawn new studies in generative models, computability
of learning, and computational creativity but also bring
new insights to some philosophical debates on the re-
lationship between Artificial Intelligence and Computa-
tional Creativity and the nature of human creativity.

Motivation
Throughout my life, as a researcher and an amateur artist,
there were several times I ambitiously endeavoured to create
something truly new, something that everyone could agree
that was completely revolutionary in an helpful way, or in
other words, that was deeply creative. This never-ending
quest to find the next big thing that will wonder crowds and
help us moving forward as a society is far from being exclu-
sively mine since it has been discussed for generations ever
since humanity started studying its own evolution by looking
into the past as a way to understand the future.

Nowadays, revolutionary advances in both arts and sci-
ence happen at a fast pace when compared with decades ago
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and it seems to keep on accelerating (Oliveira 2017). This
hastening allowed everyone in a period of a lifespan to wit-
ness several advances pushing for a better understanding of
the nature of intelligence and creativity while also deeply
impacting society by forcing a continuous anxiety for creat-
ing things that results in a self-fed spiral of innovation ac-
celeration. Technology has been playing a great role on this
whole feedback loop and, more recently, Artificial Intelli-
gence (AI) has kept on threatening to revolutionize our daily
lives while sub-fields such as Machine Learning (ML) and
sub-sub-fields such as Deep Learning (DL) have been pro-
viding great solutions for tasks that were exclusively per-
formed by humans.

Creative tasks are some of the tasks that many believed
to be so hard to automatize that were considered to need hu-
man exclusive capacities. Human creativity has been several
times said to be infinite, unlimited and unbounded, yet hu-
man creations seem always to be an appropriation, transfor-
mation or combination of previously known things. Know-
ing that there are certain limits to what we can learn from our
environment, and if we believe that everything we create ”is
a remix” (Ferguson 2011), there might be some limits on the
infinity of human and computer creativity which seem to be
directly linked to what one can learn.

Background
During the last decade, we witnessed the rising of machine
learning techniques that allowed them to autonomously cre-
ate new realistic looking things, those being faces (Kar-
ras et al. 2020), illustrations (Chen et al. 2020) or mu-
sic (Dong et al. 2018; Espı́rito Santo 2019). Even this
month, DALL-E2 (Ramesh et al. 2022) came to plunge for-
ward the state of the art on image generation systems, by
creating astonishing contextualized images when provided
with a single text prompt. This revolution was pioneered in
2014 by the presentation of two very powerful generative
deep models: GAN’s (Goodfellow et al. 2014) and VAE’s
(Kingma and Welling 2013). Not only are these and other
deep generative models such as Transformers and Diffusion
Models (Vaswani et al. 2017; Dhariwal and Nichol 2021;
Foster 2019; Goodfellow, Bengio, and Courville 2016) be-
coming the backbone of very powerful Learning Endowed
Generative Systems (LEGS) but also are populating the
academic research while also reaching the general pub-



lic. These new machine learning capabilities seem to chal-
lenge several traditional arguments against “creativity in ma-
chines” (Du Sautoy 2019).

On creativity, the Computational Creativity (CC) area
is a branch of AI which began the late 1990s. The CC-
continuum (Ackerman et al. 2017) encompasses opposing
approaches: at one extreme, those that simulate creative be-
havior with machines, at the other, theoretical approaches
that focus on modeling general creativity. Concerning mod-
elling creativity, although authors have agreed that creativ-
ity involves novelty and usefulness (Mumford 2003), there
are still several kinds of creativity to take into account (Bo-
den 2009; Kaufman and Beghetto 2009) and several differ-
ent complex components (Rhodes 1961):

• the Product, that might be a theory or a song, for example;

• the Person, the author;

• the Press, that refers to the cultural and social environ-
ment;

• and the Process, the method by which the Person achieved
the Product while imbued in the Press.

From the several interpretations on the creative process, two
models proposed deserve mentioning: the Creative Systems
Framework (CSF) (Wiggins 2006b; 2006a) which four main
components are a universe, a conceptual space, an eval-
uation function, and a strategy to explore that universe;
and Information Dynamics of Thinking (IDyOT), contex-
tualized in (Wiggins 2020). There are many other refer-
ences of neurological, psychological, educational, philo-
sophical, and cognitive debates around creativity and its
domains (Koestler 2014; Pigrum 2009; Wallas 1926; Hill
and Monroy-Hernández 2013). However, and even though
adaptability has been constantly considered a way to imple-
ment creativity (Ackerman et al. 2017), there is still no
known text explicitly and methodically discussing the role
of ”learning” in creativity and most of the works that try to
shed light on how creativity allows learning lack the very in-
sightful view provided by the most recent developments in
AI and ML.

On learning, in the 1960s, Gold (1967) formalizes a
model for inductive learning, motivated by language ac-
quisition in infants, and proves that not all classes of lan-
guages can be identified by every kind of ”learner”. On
top of this framework, Blum and Blum (1975), Case (1983;
2012) and several other authors contributed to create a the-
ory with definitions and criteria for ”scientists” identify-
ing both recursive functions (scientist for functions) and
recursively enumerated sets (scientists for sets) on a pro-
vided text, i.e., a sequence of positive information such
as any enumeration of a function’s points or any enumer-
ation of sentences in a language. We refer to this theory
as the Formal Learning Theory (FLT), which is addressed
and compiled in (Kelly 1996; Martin and Osherson 1998;
Jain et al. 1999). FLT has been used to prove some re-
sults that confront some widely spread ideas about learn-
ing and knowledge while also, according to Costa (2013;
2017; 2019), providing a better understanding on the “large
scale limitations of scientific discovery”. We believe that

these insights can and should be applied to other creative
domains such as music, a unique domain according to Wig-
gins (2020), in order to also grasp the limitations of creativ-
ity. Moreover, we believe the formal foundations of FLT
deserve to be known in a broader context for its generality,
elegance and interesting yet controversial results and their
implications in other fields of research.

Research question
How can we formalize the relationship between Learning
and Creativity?

Methodology
1. Study in depth the area of FLT and its results, while keep-

ing notes on how those results might bring new insights
to CC;

2. Collect a set of formal models of CC that might be
promising for expansion to include learning;

3. Follow a series of though experiments aiming at creating
a mapping between the several CC models and the for-
malized components of FLT and translate the results from
one to the other area, while keeping in mind the current
state of art of LEGS;

4. Detail how the new formalization take form on different
domains such as scientific discovery and music;

5. Document and share our results at different conferences,
workshops and communities to obtain feedback and dif-
ferent opinions as well as disseminate the new insights the
spawn from this investigation.

Expected results
• Proposals of new learning paradigms, criteria, or strate-

gies, motivated by the creativity context, that might lead
to new results on FLT and might be leveraged to better
understand the limitations of learning;

• Expansions for some CC models in order to better for-
malize and include Learning as part of the process while
explicitly identifying where this component has already
been considered;

• Parallels and relationships between FLT and CC models,
considering the new definitions and results achieved on
the previous point, possibly resulting in a new formal
model for general creative concepts, and producing new
viewpoints on the relationship between learning, creativ-
ity, and intelligence;

• Some views on how these new formal models take form
on several learning and creativity related domains such
as scientific discovery (usually more associated to learn-
ing) and music (undoubtedly related to creativity), possi-
bly studying the theoretical limitations and highlighting
the clear interdisciplinarity of both FLT and CC;

• Potentially, a taxonomy for LEGS based on the way they
can be formalized using the new formal tools developed;

• New attention towards the new insights brought by the
two rather disjoint and underrated areas of FLT and CC.



Significance
The expected results might not only shed some light on the
increasingly blurred line between machine and human cre-
ation, but also would help to bring both ML and CC closer
together. We believe that joining of forces is one of the paths
to achieve greater and more general AI in a way to keep both
public and private investors interested in the area in an joint
effort to avoid another speculatively prophesied AI winter.
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