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Abstract
A wise design of time constraints is crucial for the compu-
tational realization of several creative tasks. In this paper
we focus on live generation of word associations unfolding
semantic paths modulated by contextual clues. We present
the Word-Weaving Clock, a lexical creative system perform-
ing the generation of word associations where both seman-
tic and time constraints are taken in account. The system is
meant to be used interactively as part of a live demonstration.

Introduction
Do time constraints promote creativity? And if it is true for
human creativity, does this also apply to the computational
one?

A good number of computational-creativity tasks, mostly
inspired by Margaret Boden’s seminal ideas (Boden, 1990),
are defined as a search in a conceptual space. Unfortu-
nately, search processes are time-consuming, especially in
those cases that require access to a vast amount of com-
mon sense knowledge. This affects the feasibility of tasks
in which a time-constrained performance is essential for the
appreciation of creativity. Let’s think, for example, of a mu-
sical jam session, freestyle rap, or poetry slam. There are
forms of creative brainstorming and stand-up comedy where
prompt responsiveness or interactivity are crucial aspects of
the game.

In this paper, we focus on a specific task consisting of
a live generation of word associations unfolding semantic
paths modulated by contextual clues. We present the Word-
Weaving Clock, a lexical creative system performing the
generation of word associations where both semantic and
time constraints are taken into account. Moreover, we report
the conceptual elements and the resources employed in the
design and implementation of the system. The task and the
resources upon which it was built have been kept as simple
as possible, to facilitate its performance replicability and its
potential use as a component of more complex systems. Fi-
nally, we give examples of outputs suggesting how the sys-
tem would behave as part of a live presentation.

Background
As reported by Haught and Johnson-Laird (2003), “con-
straints are at the heart of the creative process. They gov-
ern the generation of ideas”. In particular, time constraints

affect creative writing (Biskjaer et al., 2019). They should
be tuned carefully because “creativity can be compromised
by both scarcity and abundance of time” (Liikkanen et al.,
2009; Baer and Oldham, 2006).

A major issue in applying time constraints is that search
processes are necessarily time-consuming. There is no way
to reduce arbitrarily the time required to perform knowledge
discovery in a large dataset. For this reason, indexing is an
essential aspect of the design of an information retrieval al-
gorithm, as in the case of search engines (Zuze and Weide-
man, 2011). In the recent development of transfer learning,
knowledge and language models can be effectively reused in
a way to reduce machine-learning training time (Zhuang et
al., 2021). Since both writing and ideation processes are
based on the discovery and exploitation of links between
concepts, computational creativity efforts has been put into
lexical associations. Gross et al. (2012) focused the Remote
Association Test, a task in which, given three words, the
word semantically connecting all of them is required. They
implemented it through co-occurrence frequencies of word
pairs in a large textual corpus.

In our version of this task, we have two input words with
different semantic roles. The main word generates a set of
candidate words according to the relation modeling associa-
tions in the common-sense knowledge. The clue word – in-
troduced either at the beginning or, interactively, at any point
in the process – provides a semantic context and allows the
system to make a selection from the candidate words. For
instance, the main word ‘eyes’ generates ‘skin’ according
to the ‘body’ clue word, and ‘night-sight’ according to the
‘pleasure’ clue word. Most importantly, a one-second time
constraint is imposed so that a new output word is generated
every second. The overall aimed effect is providing creativ-
ity both in the interactive experience and in the generated
path of word associations. This periodic recursion in the
generation of word associations is meant to evoke the flow of
consciousness emerging as blending of semantic pulses, as
an inspiration from the notion of Damasio’s core conscious-
ness, which is seen as “created in pulses, each pulse trig-
gered by each object that we interact with or that we recall”
(Damasio, 1999).

Task Description
The task consists of the following elements:



• Word Selection Step. Firstly, the exploration of seman-
tic relatedness, modeling associations in common-sense
knowledge, allows the system to identify a set of candi-
date words related to the input word. Next, a further con-
textual semantic constraint (the semantic slanting) allows
the system to select the output word.

• One-Second Time Constraint. It is prefixed as the one-
second time interval within which the word selection step
should be performed.

• Iteration. The word selection step is iterated so that the
output word became the input word of the next step, thus
generating an associative word path as the overall product
of the interaction. To avoid repetitions, the words in the
associative paths are removed from the candidate words
in the next word selection step.

As an example of output, the word ‘travel’ is associated,
in the system, to the word path “booking → hotel → casino-
hotel → jack-in-the-box → ...”. With the clue ‘happy’, the
path is “go around → make up → know how → well-wishing
→ ...”, while with the clue ‘unhappy’, the path is “go around
→ go slow → long-suffering → ill-being → ...”. Finally,
the input word could be used as the clue word of itself, so
reinforcing association closer to its semantic domain, e.g.
producing “booking → tour → visiting → shopping → ...”.

Implementation
1. Common-Sense Associations: Word Embeddings

One of the most effective ways to implement semantic relat-
edness of words (the so-called “word similarity”) consists
of the cosine distance between word pairs represented as
vectors (Mikolov et al., 2013). To measure word similar-
ities we employ word embedding provided by Spacy1, an
open-source software library in Python for advanced natural
language processing (Hiippala, 2021; Jurafsky and Martin,
2000). In particular, we use word2vec model for word em-
bedding Jatnika, Bijaksana, and Suryani (2019) trained it on
a large-scale language model in English2. In the analysis of
word similarity, the procedure filtered word pairs with simi-
larity values greater or equal to 0.2.

2. Semantic Slanting: Clue Word

Once found a set of candidate words, all semantically re-
lated to the current word, the further selection is performed
according to the semantic relatedness with the clue word
slanting the search of associations toward a specific seman-
tic domain or connotation. The clue word could represent
an emotion or, more abstractly, a sentiment polarity (e.g.,
either positive or negative). In a possible live demonstra-
tion, the system is meant to insert or modify the clue word
at runtime, in such a way as to modulate the associative path
interactively.

1https://spacy.io
2spacy.io/models/en#en core web lg

3. Time Constraint: Indexing

We need to reduce the running time for each word selection
step below a single second. The main bottleneck is mea-
suring word similarity for all word pairs whose first term
is the input word. Word similarity search is highly time-
consuming. For instance, measuring word similarity with
Spacy takes an average time of 20 milliseconds (with a CPU
clock speed of 3.2 GHz). So measuring similarity with 3000
words is sufficient to exceed the one-second time constraint.
Oxford Dictionary has 273,000 headwords, 71,476 of them
being in current use3. So if we want to compare an input
word with all headwords, the running time would be more
than one hour and a half. Therefore, it is clear that only
smartly-designed indexing allows the system to satisfy the
one-second time constraint.

The following points summarize the choices that allowed
us to satisfy the time constraint:

1. We collected from the Web about 27600 English nouns.
We used WordNet as a tool for selecting nouns (Miller,
1995).

2. Next, we randomized the list of nouns and partitioned it
into a number of sublists of the size of about 3000 items,
then we calculated mutual similarities inside each sublist.
In this way, we were able to develop the full system (with
the time constraint) with an increasing efficiency accord-
ing to the current state of indexing.

3. Finally, we calculated similarities between different sets,
adding a subset a time until all mutual similarities were
indexed.

In general, the number of similarity measurements Nsm

for a word set of size n is:

Nsm =
(n− 1) · n

2
− 1

Therefore, the previewed overall running time for the
12000 nouns plus three subsets of 3000 items takes about
three weeks of computation. The full set of 27000 nouns
would need 84 days of computation.

As part of this research contribution, we provided the in-
dexed resource in a text file4. To implement fast indexing
and retrieval, we created a database using sqlite35 – Python
interface to SQLite6 database engine library. In the current
version of the Word-Weaving Clock, most of the contribu-
tion to running time is mostly consisting in searching the
table rows with similarity values, having the input word as
either the first or the second element of the word pair.

3https://en.wikipedia.org/wiki/List_of_
dictionaries_by_number_of_words − retrieved May
28, 2022.

4https://www.kaggle.com/datasets/
alessandrovalitutti/noun-similarity-pairs

5https://docs.python.org/3/library/
sqlite3.html

6https://www.sqlite.org/index.html



Figure 1: Example of similarity word tree as the composition
of indexed word-similarity associations.

Examples of Outputs
Figure 1 shows an example of indexed common-sense word
associations (without semantic slanting). Starting from the
root word ‘star’, the procedure selects the node containing
the word most similar to the word in the current parent node.
Dark grey nodes contain words already included in the asso-
ciative path, thus removed from the future selections.

Table 1 compares different possible associative paths gen-
erated from the word ‘star’ and corresponding to different
clue words (from the second to the last column) or without
semantic slanting (first column). Clue words with opposite
polarity (e.g., ‘success’ vs. ‘failures’) modulate the gener-
ation of paths with positive and negative sentiment, respec-
tively (columns two and three). In particular, emotion words
with opposite polarity (e.g., ‘joy’ vs. ‘disgust’) allow the
procedure to generate paths characterized by affective va-
lence (columns four and five). Moreover, using a domain
word as a clue word (such as ‘physics’ or ‘movie’ induces a
reinforcement in the generation of words in that domain (see
columns six and seven). Finally, comparing columns one
(no clue word) and seven (‘movie’ as clue word), we can see
that semantic slanting tends to keep word associations in the
same domain, although without semantic slanting the path
can include more domains with higher semantic cohesion
(e.g. cinema and music in column 1).

We emphasize that the reported examples are generated
with a preliminary version of the similarity database. Next
versions will access associations with higher values of word
similarity and corresponding quality in the semantic cohe-
sion.

Conclusions
The Word-Weaving Clock has been conceived primarily to
stimulate interest in the study of timing in computational-
creativity tasks. Time constraints are meant to be taken into
account not only to improve user experience but also the de-
sign process itself since it challenges the designer to per-
form a wise balance between offline indexing and runtime
running. Although the main intended creative value is in
the interactivity experience that comes from a live demon-

stration of the system, the produced associative path can be
considered as an artifact exhibiting creative value per se.
A testbed version of the system could be used for the of-
fline exploration of alternate paths according to different se-
mantic and temporal parameters, for identifying values and
ranges useful to improve the interactive version. The pro-
vided dataset of similarity values on English nouns is a po-
tential handful resource for allowing researchers to further
explore common-sense associations without the need for in-
dexing.

As a possible application, time beat synchronized asso-
ciative paths could be used as a backbone for the real-time
selection of tweets or poetic lines. Semantic slanting could
be performed according to more complex semantic patterns
modeling personality traits. For example, the alternation of
positive and negative slanting words could be used to mimic
emotional instability.

Our next step in the development of the proposed sys-
tem is to explore processing threads, to make it capable of
performing both information indexing and retrieval concur-
rently. In some contexts, it would be interesting providing
the system with full autonomy in analyzing a set of texts and
building its model of word embedding, according to which
the word associations will be discovered. Finally, we intend
to explore different scenarios and user interfaces to make
the system useful as a testbed for the offline exploration of
associative paths.
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