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Abstract

This paper concerns the development of a music co-
creation system that engenders creative partnerships in
musical interaction. Towards this goal, specific design
guidelines are identified for improving the musicians’
sense of creative partnership with the system through
behaviors that communicate musical intent, alternate
musical roles based on musical stability, and negotiate
transitions in musical characteristics based on togeth-
erness in interaction. The design guidelines motivate
the development of an agent architecture for interac-
tive improvisation. The architecture enables an agent to
select music response behaviors based on the stability
and togetherness sensed during interaction. An agent
improvisation system is developed that uses the archi-
tecture to make decisions during improvised percussion
duets. The agent negotiates transitions between musical
roles and musical characteristics by maintaining differ-
ent degrees of metrical coherence and similarity with
the rhythms played by the musician. By negotiating
transitions with a musician, the system presumably has
an impact on the musicians sense of creative musical
partnership.

Introduction
The central question that is of interest here in this work
is - how do we design systems that are creative musical
partners to human musicians during live interaction? Free
improvising musicians identify three functions that are im-
portant to engender a sense of creative partnership (or co-
experience), namely - achieving communication, alternat-
ing musical roles, and negotiating transitions (Ravikumar,
McGee, and Wyse 2018). In this paper, we discuss the de-
sign of a music co-creation system that performs the above
mentioned functions to engender a sense of co-experience
during real-time interaction with an improvising musician.

In order to study the impact of system design on co-
experiences, we review work on music generation systems
that are designed to perform alongside human musicians.
The subset of music generation systems that are of inter-
est here utilize sound as the primary medium of interaction
with the musician. In the rest of the paper, these are termed
as music response systems. Other systems have been devel-
oped that use note-based representations (Pachet 2003; As-
sayag et al. 2006) for direct engagement, and extra-musical

(François, Chew, and Thurmond 2007; Cicconet, Bretan,
and Weinberg 2012), and notational devices (Rowe 2004;
Nika and Chemillier 2012) for making decisions along with
the musicians. In group free improvisation situations that
are of interest in this work, musicians often free themselves
from the restrictions of note based interactions and focus on
interacting through the sounds that are produced by the per-
formers. During their interaction, musicians also report that
extra-musical communication such as eye contact and phys-
ical gesturing is often a distraction from their interaction
through sound, and prefer to play along by listening to the
sounds of other musicians (Ravikumar, McGee, and Wyse
2018). The rest of the paper is organized around the issues
and challenges in engendering a sense of co-experience with
music response systems.

In the following section, specific examples of music re-
sponse systems are presented to highlight the impact of de-
signing specific system components on the musicians’ sense
of co-experience with the system.

Music response systems
Related work has focused on developing music response
systems that interact using musical actions, alternate be-
tween lead and follower roles, and make decisions to ne-
gotiate transitions in the music. Reports are gathered from
musicians’ interactions with various systems and the impact
of each component on the musicians’ sense of co-experience
is analyzed. Following the analysis, design guidelines are
proposed to improve each component of the system.

Interaction through musical actions
Music response systems interact through musical actions
that respond, in varying degrees, to the musical character-
istics identified in the musicians’ input. We review two mu-
sic response systems that use different action descriptions.
In the first system, musical actions are designed to produce
musical material that is related to the sound made by the mu-
sician (Brown, Gifford, and Voltz 2016). In the second work,
system uses musical actions that are intended to communi-
cate a symbolic response (e.g., agreement, disagreement)
to the musician along with the content (Murray-Rust and
Smaill 2011). In this work, sonic interaction with a music
response system is improved through musical actions that
communicate the systems’ intent to the musician.



Brown and his colleagues developed a music improvi-
sation system that triggers musical actions to interact with
the musician (Brown, Gifford, and Voltz 2016). The sys-
tem contains a collection of six interaction behaviors - re-
peat, imitate, shadow, initiate, silence, and turn taking that
it uses to respond to a musician. During the performance,
the system triggers the behaviors at random. In a study
that involved duet interactions with the system, the au-
thors analyzed the impact of the system on musicians’ co-
experiences. Musicians who played with the system re-
ported that they felt most engaged with the system during
the duet interaction. However, they also felt a lack of cre-
ative initiative on the part of the computational co-creator.

The second system uses symbolic musical actions that
are associated with communicative meaning (e.g., agree,
disagree) to interact with the musician (Murray-Rust and
Smaill 2011). During the performance, the system selects
a musical action using a two step procedure. First, it listens
to interpret the relation between the musical material played
by the system and the musician and represents them as sym-
bolic actions. Then, it consults a corpus to retrieve the con-
tinuation of the current action. Musicians interacted with
two different system configurations, one that constructed
musical actions through retrieval mechanism, and one that
always imitates the musician. While musicians reported
that their sense of interactivity was marginally higher with
the system configuration that constructed musical actions
through retrieval from the corpus, there were no significant
differences to interactivity across the different conditions.

In summary, musical actions that are used in these mu-
sic response systems are effective in engendering responsive
interaction (e.g., initiating music), but they are restricted in
their ability to communicate musical intent. Canonne and
Garnier (2015) observe that musicians use strategies that
combine their actions with the actions of other musicians.
These strategies involve stabilizing their playing, waiting
to see whether the other musician is going along, playing
along, or densifying the musical texture. Musicians use
these strategies to clearly communicate their intent.

In order to improve the ability of the system to im-
pact co-experiences, we propose the design of music
response behaviors that combine with the actions of
the musicians to communicate musical intent. This is
achieved by designing behaviors that stabilize through
repetition, wait to let the musician play, play along with
the current musical characteristics, and densify the mu-
sical texture of the improvisation.

Alternating roles
Some music response systems maintain or change their re-
sponse behavior in unpredictable ways in order to introduce
changes in musical roles. In particular, musicians are often
unaware of the exact time at which the system introduces
changes in its behavior. In order to respond to behaviors that
are unpredictable, musicians change their degree of atten-
tion and responsiveness to the system’s actions, and conse-
quently their role with respect to the system. Here, we look
at three systems that use different processes to achieve this

effect. The first system changes its behavior by changing the
musical source that it listens to and uses for response gener-
ation (Lewis 2000). Another system changes behavior by al-
tering the variability in its responses with respect to the mu-
sicians’ input and inbuilt internal goals (Young, Bown, and
others 2010). The third system alters its behavior through
changes in its internal state (Donnarumma 2017). While the
above mentioned systems bring about a change in the mu-
sical roles, the roles change because the musician adapts to
the changes introduced by the system.

The Voyager system is notable for being recognized by
several authors and musicians as an equal co-improviser
(Lewis 2000). During the performance, the system changes
behavior by changing the musical sources that it listens to
and the number of musical channels that it uses for output.
These changes are triggered through chance processes that
musicians will not be able to predict beforehand. Following
the change, the system resumes its usual responsive behav-
ior that involves adapting to the timbre and textural elements
to the input from the changed source. The responsive behav-
ior of the system engenders a feeling that the system has a
personality of its own. However, the unpredictability in the
system’s behavior often makes it difficult for the musician to
follow the changes.

The second system (Young, Bown, and others 2010) intro-
duces changes based on the musicians’ input and an internal
goal state. Young, Bown, and others designed a system that
improvises by clapping rhythmic patterns along with a mu-
sician. The system responds by generating variations on the
last rhythm played by the musician, and selecting the vari-
ations that are most similar to a target rhythm. In certain
configurations when musicians played with low variability,
they were able to interpret the changes that were introduced
by the system. But the system’s behavior was found to be er-
ratic and difficult to play along with when musicians’ varied
their rhythm patterns. As a result, musicians found it diffi-
cult to engage with the unpredictable behaviors exhibited by
the system.

The third variety of systems introduce variability in their
behavior through autonomous state changes. One such sys-
tem designed by Donnarumma (2017) gets input from the
performers’ body gestures and generates musical responses
based on its dynamically evolving state. The performer re-
stricts the scope of actions in order to interpret the changes
made by the system. With these restrictions in place, the
performer is able to interpret the behaviors initiated by the
system, such as a crescendo, as a part of musical movement.
While imposing restrictions appears to be effective in work-
ing along with the unpredictable nature of the system, per-
forming with these constraints requires considerable training
on the part of the human performer.

In summary, these three musical systems behave unpre-
dictably in order to bring about changes in musical roles, but
the changes in the roles are a result of the musician adapt-
ing to the system’s unpredictability. In human improvised
performances, co-improvising musicians make decisions to
alternate roles based on the degree of relative stability that
they maintain with respect to the other musicians during the
interaction (Canonne and Garnier 2012). When musicians



sense that the group has been playing with too few changes,
they introduce instability by diversifying the musical mate-
rial. When musicians notice that there are too many changes,
they introduce stability in the music (e.g., through repeti-
tion).

Improvements to the design of systems such as those de-
scribed above require the development of modules that
introduce changes in roles by sensing the relative sta-
bility of the systems’ behavior with respect to behavior
of the musician in the interaction.

Negotiating transitions
Music response systems negotiate transitions along with the
musician by changing their musical configuration over a pe-
riod of time. One such system changes its musical config-
uration through incremental adjustments to the music gen-
eration parameters (Albert 2013). Another system responds
to the differences sensed in low level parameters with rapid
changes in the musical variables (Bown 2018). As an im-
provement in design, the system makes decisions to change
its musical characteristics by sensing its state of together-
ness with the musician. The specific design guideline for
developing this aspect of a music response system involves
the development of a listening component that monitors the
degree of togetherness in its actions with respect to the mu-
sician.

Let us consider the first system that introduces changes to
its musical configuration independently of the musician (Al-
bert 2013). The system contains a collection of music gen-
eration parameters it varies during the interaction. In one of
the experimental configuration of the system, the systems in-
troduces gradual and incremental changes to the music gen-
eration parameters in order to change the musical charac-
teristics. Musicians who played with the system reported
that the changes introduced by the system were responsive
to their playing. However, musicians also felt a “latency be-
tween the human’s action and system’s adoption of that ac-
tion” (when IMP chooses to adopt that action) (Albert 2013).

Bown’s (2018) system, on the other hand, is designed to
be very responsive to the slightest changes introduced by
the musicians. The systems’ immediate responsiveness to
the low level parameters and their non-linear coupling with
higher level musical behaviors introduces rapid changes in
the music. While it is clear that the system adopts to the
changes introduced by other performers, musicians face a
different challenge with the system. During the interaction,
the system introduces rapid changes that are difficult to fol-
low. In these moments, the musicians feel the need for the
system to slow down, and to “lock in to the moment”.

Existing musical systems perform transitions with an im-
provising musician, but are unable to negotiate them in a
manner that feels interactive. Interaction during transitions
is an important characteristic of collective free improvisation
as there is a high degree of correlation between the decisions
made by the musicians about the occurrence of the transition
points (Canonne and Garnier 2015). Wilson and MacDonald
(2016) found that during the moments of transitions, human
musicians make decisions to maintain or change their ac-

tions by evaluating their togetherness with co-improvising
musicians (Wilson and MacDonald 2016). In particular, hu-
man musicians seem to evaluate the degree of togetherness
through the homogeneity of the combined musical output.
When musicians sense that they have been playing musical
material that is homogeneous for a long time, they perform
strategies that diversify the musical texture. Similarly, when
musicians sense that they are playing material that is very
complementary to each other, they adopt strategies that bring
the musical material closer to each other.

Improvements to the design of systems such as those de-
scribed above require the development of modules that
negotiate transitions based on sensing the togetherness
in the musical output that is jointly produced by all the
musicians.

In summary, there are two aspects of related work that
offer scope for improvement based on the strategies used
by free improvising musicians. The ability of the system
to respond to musician’s actions is improved through the
design of musical actions that combine with the actions of
other musicians to communicate musical intent. The deci-
sion making strategies that are used by the system are im-
proved by evaluating the relative stability and togetherness
of the musical output to make decisions. Next, the differ-
ent design recommendations that have emerged from the lit-
erature described above are integrated within a new agent
architecture.

Agent architecture
The agent’s architecture is divided into two parts: 1) a reac-
tive part, and 2) a decision making part. The reactive part
contains music response behaviors that agent uses to gener-
ate music from input. The decision making part stores the
sequences that it listens to, and evaluates based on stabil-
ity and togetherness. During interaction, the agent generates
music by choosing musical actions that combine with the
musical sequences played by the musician. The agent also
makes decisions to maintain or change its selected actions
by evaluating the degree of togetherness, and stability dur-
ing its interaction with the musician.

Musical action
The agent uses musical actions to generate sequences that
are responsive to the input from the musician. Musical
actions are transformation functions that combine two or
more musical sequences to produce a third sequence that
is partially similar and partially different from the input se-
quences. Each musical action that is used in the agent re-
quires two musical sequences as input - a sequence that is
internally generated by the system, and a sequence that is
obtained from a musician or from the environment. New
sequences are generated by combining the musical charac-
teristics of the internal sequence with the characteristics of
input.

Action descriptions are central to the reactive part of the
system labeled as region (a) in Figure 1. The reactive part of
the system is responsible for the generating musical material
that is responsive to the real-time input from the musician.



Figure 1: Parts of the agent architecture: a) Reactive part, b) State and decision making, c) Scoring states, d) Selecting new
action, e) Generating musical material

The reactive part contains modules for music generation and
corresponds to the region (e) of Figure 1. Once an action
is selected, the two sequences - an internal sequence and
an input sequence are combined to generate new musical
material.

Strategy Description
Stabilize Repeat source pattern

Wait and see Play only when musician plays
Play along Imitate the characteristics of musician

Densification Introduce characteristics different from
self and past

Table 1: Music response behaviors

During the interaction, the agent uses the four actions
(listed in Table 1) to generate musical material that is re-
sponsive to the input from the musician. The agent uses the
generated musical material to stabilize the music, wait to see
where the musician is taking the music, play along with the
musician, or densify the playing with respect to the musi-
cian. The descriptions of the four actions are presented in
Table 1.

The musical actions are implemented through operations
that combine musical characteristics from the internal se-
quence and the input sequence. As an example, one possible
set of operations that combine the intensity levels of the in-
ternal sequence and the input sequence is described here. In
order to produce new sequences that maintain stability in
the music, the agent assigns an intensity level that is equal
to the mean intensity level of the internal sequence and cor-

responding input from the musician. To implement the wait
and see strategy, the system selects events from the inter-
nal sequence only when the intensity of the input exceeds
a threshold. In all the other conditions, the agent remains
silent or selects an intensity value of 0. To play along with
the musician, the agent decreases the intensity of its output
sequence when it senses that the intensity of input is high
and increases the intensity when the input is low. In order to
densify the musical texture, the system increases the inten-
sity of its output when it senses that the input is high, and
maintains its intensity when the input is low.

The agent performs the above mentioned operations at the
rate that is equal to the rate at which it receives inputs (every
20 ms). Every input that is received from the musician is
interpreted, and combined with an internal event to produce
a new musical event. The ability to react to musical changes
at a short time scales keeps the agent responsive to sudden
changes in the input during interaction.

The remaining parts of the agent architecture (region (b)
of Figure 1) use state to make decisions and select actions
and are described here.

State
In order to make decisions, the agent evaluates the improvi-
sation by keeping track of two metrics of its interaction with
the musician, namely, togetherness and stability. This infor-
mation is represented as numerical values that correspond to
the degree of togetherness and the degree of stability. The
numerical values are computed using the features of the mu-
sical sequences that the agent has listened to and played in
the past.



The agent represents the information about togetherness
and stability through numerical values between 0 and 1. A
high degree (1) of togetherness corresponds to a situation in
which musicians play musical material that is very similar
to other musicians, and a high degree of stability (1) corre-
sponds to a situation in which the agent plays musical ma-
terial that maintains musical coherence with the musician.
The values assigned to togetherness and stability are stored
in state variables that the agent uses for decision making.

The procedure for assigning a numerical score to togeth-
erness and stability is explained through notions of internal
and external component of the state (region (c) in Figure 1).
The internal component of the state keeps track of the mu-
sical material that is generated by the agent (e.g., internal
sequences, responses). The external state stores the musical
material that the agent receives as input. It is important to
note that unlike the processes of response generation, state
is computed at a timescale on the order of 5 seconds. During
the period of listening, the agent pairs the input from the mu-
sician and the internal sequence to form musical sequences.
Then, it computes the differences in the musical sequences
that are stored in the internal and the external state to com-
pute the degree of togetherness and stability. The different
steps that the agent follows to assign numerical scores to the
state are described in detail below.

Scoring togetherness The agent scores the degree of to-
getherness by scoring the differences between the responses
generated by the agent and the external sequences stored in
the external state. The following procedure is used to score
the differences that the agent senses between the musical
material.
• The agent continuously obtains new sonic input from the

environment in terms of musical features (e.g., intensity
values, spectral changes). The musical features are di-
rectly obtained from the sensor and stored as musical se-
quences. The agent generates an internal sequence that it
combines with the input sequence.

• The musical features are concatenated to form musical se-
quences that are stored in memory. These sequences are
stored in the external state variable.

• While the agent is listening to input, it is also generating
new musical material using the process described in re-
gion (e). The agent stores the generated responses in an
internal state variable.

• In order to compute togetherness, the agent compares the
values of the musical sequences in the external state with
the responses stored in the internal state and assigns a nu-
meric value based on the magnitude of the differences.

• The numeric value of differences is converted to ratio that
corresponds to the number of differences per unit of time
(e.g., beat)

• Finally, the numeric value of differences is subtracted
from 1 to obtain the degree of togetherness.

degreetogetherness = 1− ratiodifference (1)

The highest value of degree of togetherness is 1 and cor-
responds to a situation when musicians are playing musical

material that are completely homogeneous with respect to
their changes in intensity and timbre values. This signifies
the state of togetherness in playing. The lowest value of
togetherness is 0, and corresponds to a situation when mu-
sicians are playing musical material that is complementary
or contrasting with respect to the changes in intensity and
timbre values. This signifies a state of indifference between
the agent and the human. Values that lie between 0 and 1
correspond to different degrees of togetherness.

Scoring stability The agent assigns a numeric value to the
stability in the interaction based on the correlation between
the musical sequences expected by the agent and the actual
musical sequences played by the musician. The first 3 steps
in the procedure for scoring stability are the same as the
steps for scoring togetherness.
• Step (1), (2), and (3) from scoring togetherness.
• The agent computes the correlations between the musical

features that are stored in the internal and external state.
• The correlation values are converted to a range between 0

and 1 to correspond to the degree of stability.
The highest value of degree of stability is 1 and corre-
sponds to a situation when the agent finds a strong corre-
lation between the events that it expected to occur and the
events that the musician played in the performance. The
lowest value of stability is 0, and corresponds to a situa-
tion when the agent finds a weak correlation between the
events that it expected to occur and the events that the mu-
sician played in the performance. Values that lie between
0 and 1 correspond to different degrees of stability in the
interaction.

Scoring co-improvisation state The values that were
assigned to the degree of togetherness and the degree of
stability are added to assign a numerical value to the state
of co-improvisation.

coimprovscore = degreetogetherness+degreestability (2)

Next, the musical actions and the state values are inte-
grated via a mechanism that selects musical actions based
on state information.

Action selection
Using the co-improvisation score, the agent makes deci-
sions to maintain or change its actions during live interac-
tion (region (d) of Figure 1). First, the agent assigns a nu-
merical score to the co-improvisation state by computing
the degree of togetherness and degree of stability. Then,
it compares the co-improvisation score against a target
score to check whether the current state satisfies the in-
ternally specified constraints of co-improvisation. When
the agent determines that the state score does not meet
constraints, it selects a new state to move to, and selects
one of the available musical actions to reflect its decision
to change. Given that the agent does not know the se-
quences that the musician will play, it makes decisions to
maintain or change actions based on the conditional as-
sumption that musicians will repeat their action.



Decision boundaries Decisions boundaries are con-
structed in order to enable the agent to make decisions
to maintain or change its state. The decisions boundaries
divide the state space into ranges that correspond to dif-
ferent regions of togetherness and stability with another
musician. Periods of high stability and high togetherness
are characterized by values that are between 0.75 and 1.
Values between 0 to 0.25 correspond to regions of playing
in which musicians play with low stability (high variabil-
ity) and low togetherness. Values between 0.25 and 0.75
correspond to the periods of playing in which musicians
balance stability with togetherness in order to play along
with other musicians. Co-improvisation values that lie in
the range of 0.25 to 0.75 are ideal for the agent to play
along with the musician.

Decision to maintain/change state The numerical co-
improvisation score that is computed in the previous steps
is compared with the decision boundary values to make
decisions to maintain or change the state. The agent main-
tains its current state when it senses that the state score is
within the acceptable bounds. The agent changes its state
when the state score lies outside the acceptable bounds.
The agent implements the change by selecting a new ac-
tion from the available list of actions.

Selecting new action In order select a new action, the
agent scores the stability values for each of the alter-
nate actions. The stability scores are computed using
the processes described in previous steps, and combined
with the degree of togetherness score to generate a new
co-improvisation score. The new co-improvisation score
is checked with decision boundary values to determine
whether the alternate actions that are available to the agent
are viable. The agent selects one of the alternate ac-
tions that is produces a score closest to the desired co-
improvisation state. In the event that the agent finds
that no actions bring the co-improvisation score within
bounds, the agent selects one of the alternate actions at
random. The selected action is combined with the musi-
cal input to produce musical material.

Rhythmic improvisation agent
The architecture is used to develop a rhythmic improvisa-
tion system that selects musical actions to perform rhyth-
mic duets. The various components of the agent architec-
ture that are developed for interactive rhythmic improvi-
sation are described here.

Numeric scoring functions The agent improvisation
system that is developed in this work computes numerical
measures of stability and togetherness using the notions
from Gifford and Brown (2006) as well as Cao, Lotstein,
and Johnson-Laird (2014).
Gifford and Brown implemented an interactive rhythm
improvisation system that generated rhythmic accompa-
niment that varies in its degree of coherence with respect
to a rhythmic input (Gifford and Brown 2006). Rhythmic

coherence was numerically measured through the corre-
lations between the meter, velocity, pitch, and the dura-
tion of events in two rhythm patterns (Gifford and Brown
2006). The lower the rhythmic coherence between the
rhythms, the less stability that musician feels while play-
ing with the agent. The higher the rhythmic coherence be-
tween the rhythms, the more stability that musician feels
while playing along with the agent.
Cao, Lotstein, and Johnson-Laird (2006) propose a nu-
meric metric of rhythmic similarity based on the similari-
ties in metrical organization of rhythm patterns. The agent
that is developed in this work assigns a numeric value to
togetherness based on the similarities in three metrical
units - syncopated notes, notes on the musical beat, and
other events (e.g., rests) - that it finds with the musician.

Rhythm representation In order to assign numerical
values to stability and togetherness using the notions from
Gifford and Brown as well as Cao, Lotstein, and Johnson-
Laird, the agent uses a three part representation of rhythm
patterns. Each rhythm pattern is specified through three
parameters: 1) binary sequences of hits and rests for 16
hits, 2) intensities that correspond to each hit in the binary
sequence, 3) the timbre that is played at each hit. Each hit
in the source rhythm has a duration of 1/8th beats at the
tempo of 60 beats per minute.

Musical actions Using the rhythm representation men-
tioned above, the improvisation agent chooses actions that
alter the intensity and the metrical division of a musi-
cal unit (e.g., a beat). Alterations to intensity and met-
rical subdivisions changes the density and syncopation of
the rhythm, and subsequently affects the metrical stabil-
ity and rhythmic similarity values. Each musical action
generates an internal sequence with metrical subdivisions
for each beat (e.g., single hits, eight notes). In order to
wait and see where the musician is going, the agent gen-
erates internal sequences with a musical meter that has a
lower metrical subdivision compared to the previous me-
ters played by the musician and the agent. To play along
with the musician, the agent generates internal sequences
that have the same number of metrical subdivision as the
musician. The stabilization action repeats sequences with
the same metrical division that the agent is currently play-
ing with. In order to densify, the agent generates internal
sequences with musical meters that have a higher number
of metrical subdivisions compared to the previous meters
played by the musician and the agent.

Computing numerical values After each action, the
agent computes the numerical scores of similarity and sta-
bility to compute the co-improvisation score. Each 1/8th
division of the beat is scored based on whether the agent
and the musicians registered a hit or left a rest at that beat
division. If musicians performed a hit in the place of a
rest left by the agent on a 1/8th beat, or vice versa, it
counted as a single unit of difference. Togetherness is
the ratio of number of differences in 16 1/8th notes. The
degree of togetherness is computed as 1-ratio of togeth-
erness. In order to measure metrical stability, the agent



finds the correlations between velocity and duration of
hits played by the musician and the agent. Timbre values
are not used in stability evaluation. Differences in tim-
bres are experimentally controlled and do not contribute
to metrical stability. Based on the numerical scores that
are computed after each action, the agent computes the
score for the co-improvisation state. The sum of togeth-
erness and stability is normalized to 1 and corresponds to
the co-improvisation score.

Selecting actions The agent compares its co-
improvisation score with the boundary values to
maintain or change its musical action. When the agent
determines that the co-improvisation score is higher or
lower than the range, it changes its behavior. When
the agent determines that the co-improvisation score is
within the range, it maintains its behavior. The boundary
values were experimentally set to 0.25 and 0.75 as they
produced to the periods of interaction in which agent
balanced stability with togetherness.

Performing with the system An improvisation sit-
uation in which the agent negotiates transitions along
with the musician is described here. Through an un-
predictable change, the agent negotiates a change in
musical texture and brings the co-improvisation value
within bounds. At the beginning of the interaction,
the agent selects a musical action and repeats it. Once
the musician begins to play, the agent senses an in-
crease in the degree of togetherness and stability in
the performance. The agent maintains its action until
the value of the co-improvisation state is within the
range specified by the decision boundaries. When the
agent determines that the value assigned to the state is
outside the range, it chooses a new musical action that
either introduces a greater (densify) or lesser (wait and
see) metrical subdivision of the beat with respect to the
musician. By maintaining and changing the metrical
subdivisions in the beat, the agent introduces changes in
the musical texture while keeping the co-improvisation
score within bounds. Videos of performances with
the agent improvisation system are available at
https://prashanthiccc19.wordpress.com.

Discussion
In this paper, state-of-the-art music response systems
were evaluated to derive two design guidelines that were
used to develop an agent architecture for music co-
creation. A rhythmic improvisation agent was developed
based on the architecture that plays along with musicians.
During the interaction, the agent negotiates transitions be-
tween regions that vary in the degree of metrical coher-
ence and similarity to the rhythms played by the musician.
An agent was developed from the design guidelines that
generates music by combining its musical actions with the
actions of the musician. While earlier systems select spe-
cific actions that communicate an intent to the musician
(Murray-Rust and Smaill 2011), the agent that is devel-
oped in this work combines its actions with the actions of

the musician to communicate its intent. It remains to be
studied whether an agent that communicates its intent by
combining its musical actions with the musician’s actions
improves the musicians’ co-experiences with the system.

During moments of change, the agent makes decisions to
maintain or change its response behavior by monitoring
the changes in the co-improvisation state. With earlier
systems, musicians have been unable to negotiate these
moments in a manner that feels interactive. The particu-
lar procedure for decison making using co-improvisation
state and the decision boundaries allows us to adjust the
latency in the systems’ responses to a range that feels in-
teractive.

In order to compute the co-improvisation state, the agent
monitors the togetherness and stability of its actions with
respect to the musician. The operationalization of co-
improvisation states through togetherness and stability al-
lows humans to explain the decisions made by the system
at an intuitive level of abstraction. A review by Karimi
(2018) identified the need for improving the explainabilty
of the decisions made by the co-creative systems that are
otherwise non-interpretable. The ability to make deci-
sions that are interpretable is also a first step towards im-
proving the explainability of co-creative systems.

Finally, the rhythmic improvisation system that was
implemented using the architecture measured stability
through metrical coherence, and togetherness using rhyth-
mic similarity. During the performance, the system nego-
tiates transitions between different regions that vary in the
degree of metrical coherence and similarity to the rhythms
played by the musician. During the preliminary trials with
the system, it was observed that the systems’ behavior
did not consistently correspond to the musicians’ sense
of changes in metrical coherence and similarity. A possi-
ble explanation is that the particular method of additively
combining the scores of metrical coherence and similar-
ity may not be an accurate measure of human judgement.
Improvements to the system design will use metrics that
have a closer perceptual correspondence with musicians’
notions of togetherness and stability.

Conclusion

This paper concerns the design of a music co-creation sys-
tem that engenders a sense of creative partnership. To-
wards this goal, specific design guidelines are identified
to improve individual system components. The various
components are integrated within an architecture to de-
velop an agent that interacts by communicating musical
intent, alters behaviors through monitoring the stability in
interaction, and negotiates transitions by sensing together-
ness in musical characteristics. In rhythmic improvisation
situations, the agent improvisation system negotiates tran-
sitions in roles and musical characteristics through trade-
offs between stability and togetherness. Future work will
study the ability of the agent improvisation system to im-
pact co-experiences.
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