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Abstract
Visual blending can be employed for the visual repre-
sentation of concepts, merging input representations to
obtain new meanings. Yet, the question arises whether
there is any need for a computational approach to visual
blending. We address the topic using different points of
view and conduct two user studies to assess the useful-
ness of a visual blending system.

Introduction
The mere technical possibility to implement a given com-
putational system can be regarded as insufficient to justify
its actual implementation. In most cases, there is the ques-
tion of how useful a given system would be to the user –
e.g. is there really a need for a computational system for
meaning-making through visual blending? In fact, this ques-
tion can be analysed from multiple perspectives, for example
by analysing existing research work and open issues.

First, by focusing on visual blending research, we observe
that there is the pursuit of a system that is able to turn con-
cepts into visual representations. Confalonieri et al. (2015)
propose argumentation as a way to evaluate and refine the
quality of blended computer icons. Xiao and Linkola (2015)
present a semi-automatic system to produce visual compo-
sitions for specific meanings (e.g. Electricity is green). Ha
and Eck (2017) train a recurrent neural network that gener-
alises concepts and can be used for representing new con-
cepts by interpolating between several concepts. Similarly,
Karimi et al. (2018) describe a deep learning approach fo-
cused on conceptual shift and present the possibility of using
it to aid humans in blend production.

In order to implement a general purpose visual blending
system, a large repository of visual representations with ad-
equate format is required. However, most available repos-
itories only provide raster images, which demand complex
computer vision techniques to be used in a blending process.
On the other hand, the Emoji set fulfils both requirements
due to its large conceptual coverage (2823 emoji in Emoji
11.0) and appropriateness of image format – e.g. Twemoji
is composed of fully scalable vector graphics, appropriate
for visual blending (Cunha et al. 2017).

The Emoji’s suitability for blending is explored by Cunha
et al. (2018b), who present a computational system that vi-
sually represents user-introduced concepts through visual

blending. The system is aligned with research on emoji gen-
eration (Puyat 2017; Radpour and Bheda 2017) but has a
different focus – it uses emoji as a mean and not as a goal.

The second version of the system includes an interac-
tive evolutionary engine (Cunha et al. 2019), which allows
the production of solutions that match the user preference.
The current version of the system – the focus of this pa-
per – brings yet another dimension into play by giving a co-
creative nature to the user-system relation.

Computational approaches to co-creativity establish a col-
laboration between several agents, one of which is required
to be artificial. It leads to a shared creative process where
agents contribute to the same goal – e.g. drawing (Davis
et al. 2016) or game level design (Yannakakis, Liapis, and
Alexopoulos 2014). However, examples of co-creative ap-
proaches from the visual domain mostly focus on sketching
(Davis et al. 2016; Karimi et al. 2018) or abstract icons
(Liapis et al. 2015), and not on pictogram generation.

Despite providing evidence of value in three different
fields, the analysis in terms of research interest presented
in the previous paragraphs is, in our opinion, not enough to
justify such a system – providing a strong argument requires
putting the system in a real-world situation. In this paper, we
focus on the assessment of the usefulness of a computational
system for visual representation of concepts through visual
blending (Cunha, Martins, and Machado 2018b). Our main
contributions are: (i) the description of two user studies and
(ii) an overall discussion using a multi-perspective approach
on the usefulness of visual blending systems for new mean-
ing making.

The System
This paper focuses on the assessment of the usefulness of a
computational system that uses visual blending for the repre-
sentation of concepts. The system uses an interactive evolu-
tionary approach to produce visual representations for con-
cepts introduced by the user (Cunha, Martins, and Machado
2018b; Cunha et al. 2019). As the system itself is not the fo-
cus of this paper, we will only describe it at a general level.
The system integrates data from the following online open
resources: (i) Twemoji 2.3; (ii) EmojiNet (Wijeratne et al.
2017); and (iii) ConceptNet (Speer and Havasi 2012).

The current version establishes a co-creative interaction
between user and system. In this interaction, solutions are



produced and the user is able to actively give feedback on
their quality, leading to the evolution of better solutions.
Briefly describing, the interaction could be said to have three
agents: a solution generator (system), an evaluator (user)
and an artificial evaluator (system). The latter agent is capa-
ble of selecting individuals based on its idea of quality and
storing them in its own archive.

The solutions are produced using a process of visual
blending, which consists in merging two input emoji (emoji
A, the replacement, and emoji B, the base). Three differ-
ent blend types can be used (Phillips and McQuarrie 2004):
Juxtaposition (JUX) – two emoji are put side by side or one
over the other; Replacement (REP) – emoji A replaces part of
emoji B; and Fusion (FUS) – two emoji are merged together
by exchanging parts.

Despite the existence of these three types of blend, in
the previous versions of the system (Cunha, Martins, and
Machado 2018b; Cunha et al. 2019) only juxtaposition and
replacement were used. In this paper, the system tested al-
ready includes the fusion blend type.

Assessing Usefulness
As already mentioned, in this paper we delve into the useful-
ness of a computational system that uses visual blending of
emoji to visually represent concepts. We identify three ques-
tions that we will address and aim to present evidence that
points to possible answers. The three questions are: (Q1) Is
visual blending effective in the visual representation of con-
cepts? (Q2) Are all blend types equally adequate? (Q3) Is
our system useful to users? In order to address the ques-
tions, we conducted two user studies. Study #1 focuses on
Q1 and Q2, whereas study #2 mainly addresses Q3.

User Study #1: Visual Blending Effectiveness
The first user study is part of a larger study with single and
double word concepts currently being conducted, in which
preliminary results indicate that visual blending is not appro-
priate for one-word concepts, especially concrete ones (e.g.
dog). As such, we chose to focus on two-word concepts. In
spite of study #1 having several aspects that could be inves-
tigated, in the scope of this paper we mainly use it for two
purposes: to investigate the effectiveness of visual blending
in concept representation and to gather blends that represent
a set of concepts, used in study #2 (see Fig. 1). Other aspects
will be left for future work.

The study was conducted with 8 participants, who were
asked to use the system to generate visual representations
for a set of concepts. The concepts were selected from a
list built by crossing a noun-noun compound dataset (Fares
2016) with a concreteness ratings dataset (Brysbaert, War-
riner, and Kuperman 2014), which was divided into groups
based on semantic concreteness and quantity of emoji re-
trieved by the system for each concept. For each participant,
a set of five concepts was randomly built, aiming for variety
and guaranteeing that each participant had at least one con-
cept from each group. As the goal was to achieve maximum
conceptual coverage, we decided to avoid concept repetition.

The participants were asked to use the system to evolve

Table 1: Results in number of occurrences of a given type
of blend in exported blends for each emoji quantity group –
small (≤5), medium (>5 and ≤15) and large (≥25) – for
juxtaposition (JUX), replacement (REP) and fusion (FUS).
The “?” column refers to cases in which it was not possi-
ble to identify the type of blend and “hidden” to cases in
which one of the emoji was hidden.

JUX REP FUS ? hidden
small 2 3 1 3 3
medium 8 6 0 1 2
large 4 9 2 0 2

14 18 3 4 7

blends that, in their opinion, represented the concept and ex-
port the solutions which they considered the best, among the
ones considered good solutions – i.e. good representations
of the concept. In case no solution represented the concept,
none was to be exported.

Results From a total of 40 concepts we obtained the fol-
lowing results: no solution was exported in 11; in 21 only
one solution was exported; and in 8 more than one solution
was exported. The fact that the process of visual blending
was able to lead to good solutions for the majority of the
concepts seems to indicate that it is a useful method for con-
cept representation (Q1). Moreover, the results also show
that the system is able to present the user with more than
one good solution.

In order to further investigate the suitability of visual
blending in the representation of concepts, we analysed a
total of 39 blends exported by the participants in terms of
blend type. The results show that juxtaposition and replace-
ment are used in the majority of the exported blends and fu-
sion is barely used – see Table 1 (Q2). In addition, in some
cases, it was not possible to ascertain the type of blend, as
one of the emoji was hidden. Another emoji hidden situation
occurred in a fusion blend, in which the replacement emoji
was not perceivable. We identified the cases in which one of
the emoji was hidden in the blend.

User Study #2: Usefulness in Real World
The capability of a user to find a solution that visually rep-
resents a given concept with the system does not actually
present much evidence of the usefulness of the system it-
self. For this reason, we conducted a study with the goal
of comparing creative production by the user alone with re-
sults obtained with the system and assess the perception of
quality by the user.

As such, we used the blends exported by the participants
of study #1 – theses were considered as good visual repre-
sentations. From all blends exported, we selected only one
per concept, using the ones identified as the best when more
than one had been exported. Then we excluded the ones in
which one of the emoji was being hidden, as these could
not be considered as visual blends. This resulted in a set of
22 concepts and corresponding visual representations (see
Fig. 1). The set was divided into three groups, balanced in
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Figure 1: Blends obtained in study #1 and used in study #2

terms of semantic concreteness. Then each group was given
to participants and each concept was tested with a minimum
of 15 participants. Due to participant availability, the first
group of concepts was tested with 15 participants, the sec-
ond with 19 and the third with 22. In total, 56 users with ages
between 19 and 27 (average = 20.4 and standard deviation =
1.6) participated in the study, all with background in graphic
design. Each participant received a list of concepts and had
to complete a survey for each concept. The survey was di-
vided into two parts and was composed of five tasks. First,
the participant was asked to conduct four tasks for each con-
cept: T1 Do you understand the concept? T2 Draw the con-
cept. T3 Describe the drawing in few words. T4 How well
does the drawing represent the concept?

Tasks T1 and T4 required the participant to use a scale
from 1 (not at all) to 5 (perfectly). In case the participant did
not understand the concept (T1), the remaining tasks should
be ignored. The participants were told to use a quick draw-
ing style, similar to the one used in games such as “Pic-
tionary”. After conducting the four tasks for every concept,
the generated blends of each concept were shown and the
participant was asked to answer the following question for
each concept, using the previously describe 1-5 scale: (T5)
How well does the blend represent the concept?

Results The study resulted in a total of 414 concept tests –
group 1 was composed of 7 concepts and was tested with 15
participants; group 2 had 7 concepts and was tested with 19;
and group 3 had 8 concepts and was tested with 22. From
the total of tests, 76 had to be excluded from the study due
to invalid answering: in 3 no answer was given to any of the
tasks; in 24 no answer was given regarding the familiarity
with the concept (T1); in 40 the quality of the blend was not
evaluated (T5); and in 9 a visual representation was drawn
but not evaluated (T4).

In addition to these validity exclusions, for our analysis
we only considered tests in which the participant reported to
know the concept well or perfectly (T1 ≥4). We are aware
that this procedure reduced the number of answers consid-
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Figure 2: User drawings obtained in study #2 for love song
(top row), car factory (middle row), health risk (bottom row,
left side) and balancing act (bottom row, right side)

erably but it would make no sense to analyse tests in which
the concept was not known to the participant – such would
invalidate the results. It is important to notice the notable
difference between valid tests (V in Table 2) and valid tests
in which the user understood the concept (A in Table 2). This
may be due to two factors: concept complexity and partic-
ipant language difficulties (the participants were not native
English speakers).

The results of the comparison between blend and draw-
ing shown in Table 2 only consider the valid tests in which
the user understood the concept (A). The cases in which
no drawing was conducted are included in the value of bet-
ter blend. Comparing the results from T4 (drawing) and T5
(blend) allow us to assess usefulness of the system.

In 8 out of the 9 concepts with high understanding rates
– good understanding in the majority of the valid tests – the
blend was considered better than the drawing by the majority
of the participants (underlined in Table 2) and this majority
was even absolute in 4 from these concepts. From the re-
maining 14 concepts, in 4 the blend was considered better
by the majority of the participants, and in 2 the results ob-
tained by the blend and the drawing were equal. Moreover,
in two cases, the participant, despite knowing the concept,
was not able to draw it and evaluated the blend as equal or
better than good (T5≥4). In contrast, the drawing was only
better than the blend for the absolute majority of A in five
concepts, four from which had very low understanding of
the concept (less than 27% had T1≥4). These results indi-
cate that the system would be helpful to the user in 14 of the
concepts, and its usefulness is particularly obvious in 8 from
these concepts (36% of the 22).

When analysing the drawings made by the users, it is easy
to observe how complex some of them are – e.g. drawings 1,
2 and 3 for love song in Fig. 2 were described by the users as
“serenade”, “writing a love song” and “sound waves”. Yet,
it is questionable whether these drawings are perceived as
love song. Moreover, some drawings could even be more
closely related to other concepts – for car factory, 1 could be
perceived as a driving car, and 4 and 5 could be interpreted
as the icon for a garage for fixing cars. In example 2, the user
even included the label “car factory” to make it perceivable.
In most of these examples, the blend obtained better quality



Table 2: Results of study #2 for each concept – number of tests conducted (T); mode (mo) and median (x̃) for the tasks T1
(concept understanding), T4 (drawing quality) and T5 (blend quality); number of valid tests (V); number of tests analysed (A);
percentage of A in which the blend was worse (B < D) and better (B > D) than the drawing (includes absence of drawing).

T1 T4 T5 T1 T4 T5
T mo x̃ mo x̃ mo x̃ V A B < D B > D T mo x̃ mo x̃ mo x̃ V A B < D B > D

growth rate 15 4 4 4 4 5 5 14 10 20.0 60.0 balancing act 19 5 3 3 3 1 1.5 14 7 71.4 14.3
flag carrier 15 1 2 1 2 4 3 10 1 0.0 100.0 future power 19 5 3 1 3 4 3 13 6 16.7 50.0

peace accord 15 4 4 3 3 5 5 14 10 10.0 70.0 love song 19 5 5 5 4 5 5 16 15 6.7 40.0
packaging product 15 5 5 3 3 4 3.5 13 9 33.3 44.4 car factory 22 5 5 2 2.5 5 5 20 16 6.3 75.0

power difficulty 15 1 2 1 1.5 3 2.5 11 3 100.0 0.0 health risk 22 4 4 2 2 5 4 20 18 11.1 77.8
risk disclosure 15 1 1 1 1 3 3 10 1 100.0 0.0 rumor control 22 1 3 3 3 3 3 21 3 100.0 0.0
security house 15 3 3 3 3 5 4 11 6 33.3 50.0 market depression 22 1 2.5 2 2 1 2 20 5 60.0 20.0

cigarette market 19 5 4 3 3 4 3 17 9 33.3 44.4 business information 22 3 3 1 2 4 4 18 2 0.0 100.0
failure risk 19 5 3.5 2 2 1 3 15 6 50.0 16.7 university center 22 1 3 2 2 5 4 19 8 0.0 100.0

plane crash 19 5 5 5 4 5 5 13 12 25.0 50.0 risk assessment 22 1 1 3 3 3 3 18 2 50.0 50.0
vehicle operation 19 3 3 4 3 3 3 14 6 50.0 16.7 sugar harvest 22 1 1 1 2.5 4 4 17 3 33.3 33.3

results than the drawing. Despite this, it is interesting to see
how some of the drawings are very similar to the blends (e.g.
5 of love song). On the other hand, the drawings 1 and 2 for
balancing act were considered better than the blend, which
shows that the system is not always capable of producing
better solutions.

Discussion
The usefulness of a system can be assessed from several per-
spectives. In the introduction, we already addressed it using
a research-interest point of view, showing the potential of
the system in three different fields.

As already mentioned, our goal is not the generation of
Unicode emoji. Despite this, we have shown the useful-
ness of the system in terms of complementing the emoji
set (Cunha, Martins, and Machado 2018a), which still lacks
in the coverage of several core concepts. For a list of
1509 core concepts, the system is able to produce concept-
representative solutions for 1144 concepts, which is an im-
provement of 44.63% when compared to the results obtained
by emoji set alone.

Our main goal is to produce visual representations of con-
cepts. One question that arises is whether visual blending is
suitable for concept representation (Q1). The high coverage
of the core concept list is an argument in favour. However,
when analysing the usage of the system by participants there
are issues that point otherwise. First, the occurrence of emoji
hiding – one of the emoji was partially or even totally hid-
den – which is an exploit of the system and does not make
usage of visual blending. In study #1 hiding was observed in
7 out of the 39 exported blends. Another unfavourable result
is the high occurrence of juxtaposition (Table 1), which we
consider as a weak type of blending, having little advantage
over a sequential positioning approach.

On the other hand, replacement as the most used type
of blend is a good indication that the visual blending is
beneficial. When analysing user drawings (obtained in a
Pictionary-like task), users tend to draw existing objects
and use a juxtaposition-based approach. Replacement of-
ten leads to metaphorical solutions, which normally require

more complex reasoning from humans. As such, the system
provides a quick way to present the user with solutions that
require such reasoning. These topics are related to Q2 and
provide an indication that different blend types have differ-
ent advantages.

The two biggest advantages of the system (Q3) are that
it provides the user with the possibility of choosing among
different blend type solutions, often leading to more than
one solution deemed good (study #1), and that it follows a
multi-purpose approach, allowing the user to introduce any
concept without requiring changes to the configuration or
extra input data.

As far as co-creativity is concerned, one of the most
used arguments in favour of such systems is the capa-
bility of fostering users creativity (Liapis et al. 2016;
Cunha, Martins, and Machado 2018a; Karimi et al. 2018).
The interaction with the system allows the user to evolve so-
lutions that match his/her preferences and, at the same time,
both the user and the system are constantly influencing the
perception of one another, leading to novel ideas. The re-
sults obtained in study #2 provide evidence that this interac-
tion leads to better solutions than the ones drawn by the user
alone. The potential of the system is even clearer if we con-
sider that in two cases participants who knew the concept
were not able to draw it and afterwards considered the blend
as a good representation. Despite these results, there is still
work to be done in assessing the impact of the co-creative
functionalities on the user (e.g. suggestions made by the ar-
tificial evaluator) and also in making them more adequate to
the needs of the user.

Overall, we believe that we have demonstrated the use-
fulness of the system in terms of (i) research purposes, (ii)
emoji set completeness, (iii) visual representation of con-
cepts, and (iv) creativity aiding and fostering.
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