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Abstract

Irony and humour are just two of many forms of figurative
language. Approaches to identify in vast volumes of data
such as the internet humorous or ironic statements is impor-
tant not only from a theoretical view point but also for their
potential applicability in social networks or human-computer
interactive systems. In this study we investigate the auto-
matic detection of irony and humour in social networks such
as Twitter casting it as a classification problem. We propose a
rich set of features for text interpretation and representation to
train classification procedures. In cross-domain classification
experiments our model achieves and improves state-of-the-art
performance.

Introduction
Irony and humour are just two examples of figurative lan-
guage (Reyes, Rosso, and Veale 2013). Approaches to
identify in vast volumes of data such as the internet hu-
morous or ironic statements are important not only from a
theoretical view point but also for their potential applica-
bility in social network analysis and human-computer in-
teractive systems. Systems able to select humorous/ironic
statements on a given topic to present to a user are impor-
tant in human-machine communication. It is also impor-
tant for a system being able to recognise when users are be-
ing ironic/humorous to appropriate deal with their requests.
Irony has also relevance in the field of sentiment analysis
and opinion mining (Pang and Lee 2008) since it can be used
to express a negative statement in an apparently positive
way. However, irony detection appears as a difficult prob-
lem since ironic statements are used to express the contrary
of what is being said (Quintilien and Butler 1953), therefore
being a tough nut to crack by current systems. Reyes et al.
(2013) approach the problem as one of classification train-
ing machine learning algorithms to sepatate ironic from non-
ironic statements. Humour has been studied for a number of
years in computational linguistics in terms of both humour
generation (Stock and Strapparava 2006; Ritchie and Mas-
thoff 2011) and interpretation (Mihalcea and Pulman 2007;
Taylor and Mazlack 2005). In particular it has also been
approached as classification by Mihalcea and Strapparava
(2005) creating a specially designed corpus of one-liners
(i.e., one sentence jokes) as the positive class and headlines
and other short statements as a negative class.

Following these lines of research, we first try to detect
these topics separately; then, since they are both figurative
language, and they may have some correlation, we also try
to detect them at the same time (we use the union of them
as positive example). This last experiment is interesting as it
will give us hints for figurative language detection, hence it
will help us exploring new aspects of creativity in language
(Veale and Hao 2010b). This experiment can be seen as a
small step toward the design of a machine capable to evalu-
ate creativity, and with further work also capable to generate
creative utterances.

Our dataset is composed of text retrieved from the micro-
blogging service Twitter1.

For the experiments to be presented in this paper we use a
dataset created for the study of irony detection which allows
us to compare our findings with recent state-of-the-art
approaches (Reyes, Rosso, and Veale 2013). The dataset
also contains humorous tweets therefore being appropriate
for our purpose.

The contributions of this paper are as follows:

• the evaluation of our irony detection model (Barbieri and
Saggion 2014) to humour classification;

• a comparison of our model with the state-of-the-art; and

• a novel set of experiments to demonstrate cross-domain
adaptation.

The paper will show that our model achieves and improve
state-of-the-art performance, and that it can be applied to
different domains.

Related Work
Verbal irony has been defined in several ways over the years
but there is no consensual agreement on its definition. The
standard definition is considered “saying the opposite of
what you mean” (Quintilien and Butler 1953) where the
opposition of literal and intended meanings is very clear.
Grice (1975) believes that irony is a rhetorical figure that
violates the maxim of quality: “Do not say what you be-
lieve to be false”. Irony is also defined (Giora 1995) as
any form of negation with no negation markers (as most

1https://twitter.com/



of the ironic utterances are affirmative, and ironic speakers
use indirect negation). Wilson and Sperber (2002) defined
it as echoic utterance that shows a negative aspect of some-
one’s else opinion. Finally irony has been defined as form
of pretence by Utsumi (2000) and Veale and Hao (2010b).
Veale states that “ironic speakers usually craft their utter-
ances in spite of what has just happened, not because of it.
The pretence alludes to, or echoes, an expectation that has
been violated”. Past computational approaches to irony de-
tection are scarce. Carvalho et. al (2009) created an auto-
matic system for detecting irony relying on emoticons and
special punctuation. They focused on detection of ironic
style in newspaper articles. Veale and Hao (2010a) pro-
posed an algorithm for separating ironic from non-ironic
similes, detecting common terms used in this ironic com-
parison. Reyes et. al (2013) have recently proposed a model
to detect irony in Twitter, which is based on four groups of
features: signatures, unexpectedness, style, and emotional
scenarios. Their classification results support the idea that
textual features can capture patterns used by people to con-
vey irony. Among the proposed features, skip-grams (part of
the style group) which captures word sequences that contain
(or skip over) arbitrary gaps, seems to be the best one. Com-
putational approaches to humour generation include among
others the JAPE system (Ritchie 2003) and the STANDUP
riddle generator program (Ritchie and Masthoff 2011) which
are largely based on the use of a dictionary for humorous ef-
fect. It has been argued that humorous discourse depend on
the fact that they can have multiple interpretations, that is
they are ambiguous. These characteristics are explored in
approaches to humour detection. Mihalcea and Strappavara
(2005) study classification of a restricted type of humorous
discourse: one-liners, which have the purpose of producing
humorous effect in very few words. They created a dataset
semi-automatically by retrieving itemized sentences from
web sites whose URLs contain words such as ”oneliner”,
”humour”, ”joke”, etc. Non-humorous data was created us-
ing Reuters titles, Proverbs, and sentences extracted from
the British National Corpus. They use two types of models
to separate humorous from non-humorous texts. On the one
hand a specially designed set of features is created to model
Alliteration, Antonymy, and Slang of a sexual oriented na-
ture. On the other hand they tried a word-based text classifi-
cation algorithm. Non surprisingly the word-based classifier
is much more effective than the specially designed features.
In (Mihalcea and Pulman 2007) additional features to model
violated expectations, human oriented activities, and polar-
ity are introduced. Veale (2013) also created a dataset of
humorous similes by querying the web with specific similes
patterns.

Data and Text Processing
The dataset used for the experiments reported in this pa-
per has been prepared by Reyes et al. (2013). It is a cor-
pus of 40.000 tweets equally divided into four different top-
ics: Irony, Education, Humour, and Politics. The tweets
were automatically selected by looking at Twitter hashtags
(#irony, #education, #humour, and #politics) added by users

in order to link their contribution to a particular subject and
community. The hashtags are removed from the tweets for
the experiments. According to Reyes et. al (2013), these
hashtags were selected for three main reasons: (i) to avoid
manual selection of tweets, (ii) to allow irony analysis be-
yond literary uses, and because (iii) irony hashtag may re-
flect a tacit belief about what constitutes irony and humour.

Another corpora is employed in our approach to mea-
sure the frequency of word usage. We adopted the Second
Release of the American National Corpus Frequency Data2

(Ide and Suderman 2004), which provides the number of oc-
currences of a word in the written and spoken ANC. From
now on, we will mean with “frequency of a term” the abso-
lute frequency the term has in the ANC.

In order to process the tweets we used the Gate plugin
Twitie (Bontcheva et al. 2013), an open-source informa-
tion extraction pipeline for Microblog Text. We used it
as tokeniser and part-of-speech tagger. We also adopted
Rita WordNet API (Howe 2009) and Java API for WordNet
Searching (Spell 2009) to perform operations on WordNet
synsets (Miller 1995).

Methodology
We approach the detection of irony and humour as a classifi-
cation problem applying supervised machine learning meth-
ods to the Twitter corpus previously introduced. When
choosing the classifiers we had avoided those requiring fea-
tures to be independent (e.g. Naive Bayes) as some of our
features are not. Since we approach the problem as a binary
decision (deciding if a tweet is ironic or not) we picked two
tree-based classifiers: Random Forest and Decision tree (the
latter allows us to compare our findings directly to Reyes
et. al (2013)). We use the implementations available in the
Weka toolkit (Witten and Frank 2005).

To represent each tweet we use seven groups of features.
Some of them are designed to detect imbalance and unex-
pectedness, others to detect common patterns in the structure
of the tweets (like type of punctuation, length, emoticons).
Below is an overview of the group of features in our model:

• Frequency (gap between rare and common words)

• Written-Spoken (written-spoken style uses)

• Intensity (intensity of adverbs and adjectives)

• Structure (length, punctuation, emoticons, links)

• Sentiments (gap between positive and negative terms)

• Synonyms (common vs. rare synonyms use)

• Ambiguity (measure of possible ambiguities)

In the following sections we describe the theoretical moti-
vations behind the features and how them have been imple-
mented.

2The American National Corpus (http://www.anc.org/) is, as we
read in the web site, a massive electronic collection of American
English words (15 million)



Frequency
Unexpectedness and Incongruity can be a signals of irony
and humour (Lucariello 2007; Venour 2013). In order to
study these aspects we explore the frequency imbalance be-
tween words, i.e. register inconsistencies between terms of
the same tweet. The intuition is that the use of many words
commonly used in English (i.e. high frequency in ANC) and
only a few terms rarely used in English (i.e. low frequency
in ANC) in the same sentence creates imbalance that may
cause unexpectedness, since within a single tweet only one
kind of register is expected. We are able to explore this as-
pect using the ANC Frequency Data corpus.

Three features belong to this group: frequency mean,
rarest word, frequency gap. The first one is the arithmetic
average of all the frequencies of the words in a tweet, and it
is used to detect the frequency style of a tweet. The second
one, rarest word, is the frequency value of the rarest word,
designed to capture the word that may create imbalance.

Written-Spoken
Twitter is composed of written text, but an informal spoken
English style is often used. We designed this set of features
to explore unexpectedness and incongruity created by us-
ing spoken style words in a mainly written style tweet or
vice versa (formal words usually adopted in written text em-
ployed in a spoken style context). We can analyse this as-
pect with ANC written and spoken, as we can see using this
corpora whether a word is more often used in written or spo-
ken English. There are three features in this group: written
mean, spoken mean, written spoken gap. The first and
second ones are the means of the frequency values, respec-
tively, in written and spoken ANC corpora of all the words
in the tweet. The third one, written spoken gap, is the ab-
solute value of the difference between the first two, designed
to see if ironic writers use both styles (creating imbalance)
or only one of them. A low difference between written and
spoken styles means that both styles are used.

Structure
With this group of features we want to study the structure of
the tweet: if it is long or short (length), if it contains long
or short words (mean of word length), and also what kind
of punctuation is used (exclamation marks, emoticons, etc.).
This is a powerful feature, as ironic and humorous tweets in
our corpora present specific structures: for example ironic
tweets are longer (mean length of an ironic tweet is 94.7
characters against 82.0467, 86.5776, 86.5307 of the other
topics), and humorous tweets use more emoticons than the
other domains (mean number of emoticons in a humorous
tweet is 0.012 and in the other corpora is only 0.003, 0.001,
0.002). The Structure group includes several features that
we describe below.

The length feature consists of the number of characters
that compose the tweet, n. words is the number of words,
and words length mean is the mean of the words length.
Moreover, we use the number of verbs, nouns, adjectives
and adverbs as features, naming them n. verbs, n. nouns,
n. adjectives and n. adverbs. With these last four features

we also computed the ratio of each part of speech to the
number of words in the tweet; we called them verb ratio,
noun ratio, adjective ratio, and adverb ratio. All these
features have the purpose of capturing the style of the writer.

Inspired by Davidov et al. (2010) and Carvalho (2009)
we designed features related to punctuation. These features
are: number of commas, full stops, ellipsis, exclamation
and quotation marks that a tweet contain.

We also added the feature laughs which is the number of
hahah, lol, rofl, and lmao.

Additionally, there are the emoticon feature, that is the
number of :), :D, of :(, and ;) in a tweet. This feature works
well in the Humour corpus as it contains four times more
emoticons than the other corpora. The ironic corpus is the
one with the least emoticons (there are only 360 emoticons
in the Irony corpus, while in Humour, Education, and Pol-
itics tweets they are 2065, 492, 397 respectively). In the
light of these statistics we can argue that ironic authors avoid
emoticons and leave words to be the central thing: the audi-
ence has to understand the irony without explicit signs, like
emoticons. Humour seems, on the other hand, more explicit.

Finally we added a simple but powerful feature, web-
links. It simply say if a tweet include or not an internet link.
This feature result good for Humour and excellent for Irony,
where internet links are not used frequently.

Intensity
We also study the intensity of adjectives and adverbs. We
adopted the intensity scores of Potts (2011) who uses natu-
rally occurring metadata (star ratings on service and prod-
uct reviews) to construct adjectives and adverbs scales. An
example of adjective scale (and relative scores in brackets)
could be the following: horrible (-1.9)→ bad (-1.1)→ good
(0.2)→ nice (0.3)→ great (0.8).

With these scores we evaluate four features for adjective
intensity and four for adverb intensity (implemented in the
same way): adj (adv) tot, adj (adv) mean, adj (adv) max,
and adj (adv) gap. The sum of the AdjScale scores of all
the adjectives in the tweet is called adj tot. adj mean is
adj tot divided by the number of adjectives in the tweet.
The maximum AdjScale score within a single tweet is adj
max. Finally, adj gap is the difference between adj max
and adj mean, designed to see “how much” the most intense
adjective is out of context.

Synonyms
As previously said, irony convey two messages to the audi-
ence at the same time (Veale 2004). It follows that the choice
of a term (rather than one of its synonyms) is very impor-
tant in order to send the second, not obvious, message. The
choice of the synonym is an important feature for humour
as well, and it seems that authors of humours tweets prefer
using common terms.

For each word of a tweet we get its synonyms with Word-
Net (Miller 1995), then we calculate their ANC frequencies
and sort them into a decreasing ranked list (the actual word
is part of this ranking as well). We use these rankings to de-
fine the four features which belong to this group. The first



one is syno lower which is the number of synonyms of the
word wi with frequency lower than the frequency of wi. It
is defined as in Equation 1:

slwi = |syni,k : f(syni,k) < f(wi)| (1)

where syni,k is the synonym of wi with rank k, and f(x)
the ANC frequency of x. Then we also defined syno lower
mean as mean of slwi

(i.e. the arithmetic average of slwi

over all the words of a tweet).
We also designed two more features: syno lower gap and

syno greater gap, but to define them we need two more
parameters. The first one is word lowest syno that is the
maximum slwi in a tweet. It is formally defined as:

wlst = max
wi

{|syni,k : f(syni,k) < f(wi)|} (2)

The second one is word greatest syno defined as:

wgst = max
wi

{|syni,k : f(syni,k) > f(wi)|} (3)

We are now able to describe syno lower gap which detects
the imbalance that creates a common synonym in a context
of rare synonyms. It is the difference between word lowest
syno and syno lower mean. Finally, we detect the gap of
very rare synonyms in a context of common ones with syno
greater gap. It is the difference between word greatest syno
and syno greater mean, where syno greater mean is the fol-
lowing:

sgmt =
|syni,k : f(syni,k) > f(wi)|

n. words of t
(4)

Ambiguity

Another interesting aspect of irony and humour is ambiguity.
We noticed that ironic tweets includes the greatest arithmetic
average of the number of WordNet synsets, and humour the
least; this indicates that ironic tweets presents words with
more meanings, an humorous tweets words with less mean-
ing. In the case of irony, our assumption is that if a word has
many meanings the possibility of “saying something else”
with this word is higher than in a term that has only a few
meanings, then higher possibility of sending more then one
message (literal and intended) at the same time.

There are three features that aim to capture these aspects:
synset mean, max synset, and synset gap. The first one
is the mean of the number of synsets of each word of the
tweet, to see if words with many meanings are often used in
the tweet. The second one is the greatest number of synsets
that a single word has; we consider this word the one with
the highest possibility of being used ironically (as multiple
meanings are available to say different things). In addition,
we calculate synset gap as the difference between the num-
ber of synsets of this word (max synset) and the average
number of synsets (synset mean), assuming that if this gap
is high the author may have used that inconsistent word in-
tentionally.

Sentiments
We analyse also the sentiments of irony and humour by us-
ing the SentiWordNet sentiment lexicon (Esuli and Sebas-
tiani 2006) that assigns to each synset of WordNet sentiment
scores of positivity and negativity.

There are six features in the Sentiments group. The first
one is named positive sum and it is the sum of all the pos-
itive scores in a tweet, the second one is negative sum, de-
fined as sum of all the negative scores. The arithmetic aver-
age of the previous ones is another feature, named positive
negative mean, designed to reveal the sentiment that bet-
ter describe the whole tweet. Moreover, there is positive-
negative gap that is the difference between the first two fea-
tures, as we wanted also to detect the positive/negative im-
balance within the same tweet.

The imbalance may be created using only one single very
positive (or negative) word in the tweet, and the previous
features will not be able to detect it, thus we needed to
add two more. For this purpose the model includes posi-
tive single gap defined as the difference between most pos-
itive word and the mean of all the sentiment scores of all the
words of the tweet and negative single gap defined in the
same way, but with the most negative one.

Experiments and Results
The experiments described in this section aim at verifying:
(i) the discriminative power of our model, (i) the portability
of the model across domains, and (iii) its state-of-the-art sta-
tus. In order to carry out experimentation and to be able to
compare our approach to that of (Reyes, Rosso, and Veale
2013) we use several datasets derived from the corpus used
in the paper.

Irony Detection
Our first experiment addresses the problem of irony detec-
tion comparing the performance of our model with that of
Reyes et al. (Reyes, Rosso, and Veale 2013). In order to
replicate their experimental setting, three balanced datasets
were created from the corpus: (i) Irony vs Humour, (ii) Irony
vs Education, and (iii) Irony vs Politics. Each dataset is com-
posed of 10,000 examples of irony and 10,000 examples of
a different topic. A 10-fold cross-validation experiment was
run in each dataset and precision, recall, and f-measure com-
puted. The results of the experiments are presented in Table
1.

Cross-domain Irony and Humour Detection
Our second experiment addresses cross-domain adaptation,
which has not been addressed in previous work. We de-
signed three balanced training sets composed of 7500 pos-
itive tweets (irony or humour) and 7500 of each nega-
tive topic that remain available (Education/Humour/Politics
when the positive is Irony and Education/Irony/Politics
when the positive is Humour) and three balanced test sets
composed of 2500 positive and 2500 of each negative topic
(Education/Humour/Politics when the positive is Irony and
Education/Irony/Politics when the positive is Humour). We
carried out all the Train/Test possible combinations to verify



Education Humour Politics
Model P R F1 P R F1 P R F1

Reyes et. al .76 .66 .70 .78 .74 .76 .75 .71 .73
Our model .87 .87 .87 .88 .88 .88 .87 .87 .87

Table 1: Precision, Recall, and F-Measure over the three corpora Education, Humour, and Politics. Both our and Reyes et al.
results are shown; the classifier used is Decision Tree for both models.

Training Set
Education Humour Politics

Test set P R F1 P R F1 P R F1
Education .87/.89 .87/.89 .87/.89 .86/.86 .86/.85 .86/.85 .86/.87 .86/.87 .86/.87

Humour .78/.79 .77/.74 .77/.74 .88/.89 .88/.89 .88/.89 .78/.79 .77/.74 .76/.74
Politics .82/.83 .82/.83 .82/.82 .83/.83 .82/.82 .82/.82 .88/.89 .88/.89 .88/.89

Table 2: Results of Experiment 2 when positive topic is Irony and negative topics are Education, Humour and Politics. The
table includes Precision, Recall and F-Measure for each Training/Testing topic combination written in the form “Decision Tree
/ Random Forest” as we used these two algorithms as classifiers.

how the model works when the domain is changed (one such
instance is to train in the Irony/Politics dataset and evaluate
it in the Irony/Education dataset). The results of the experi-
ments are presented in Tables 2 and 3.

Figurative Language Filtering
Our third experiment consists on treating irony and humour
as a single class representing figurative language; here we
want to verify whether our model can separate “figurative”
from “non-figurative” language. We designed one balanced
Training set composed of 15000 positive tweets (7500 of
Irony and 7500 of Humour) and 15000 negative examples
(7500 of Education and 7500 of Politics). Then a balanced
Test set composed of 5000 positive tweets (2500 of Irony
and 2500 of Humour) and 5000 negative examples (2500 of
Education and 2500 of Politics). Table 4 presents results
of this experiment comparing two classification algorithms:
Decision Tree and Random Forest.

Feature Analysis
Finally and in order to have a clear understanding about the
contribution of each features of our model, we also studied
the behaviour of information gain in each dataset. We com-
pute information gain experiments over the three Training
sets of our ”cross-domain” experiments. Information gain
results are directly correlated to the classification results as
we are using tree based classifiers and features with high in-
formation gain will be at the top of the tree i.e. important
discriminators. Figure 1 shows the information gain when
the positive topic is Irony, Figure 2 when the positive topic
is Humour. In Table 5 (a) and (b) are shown the Pearson
Correlation between information gain of each feature over
different topics when training Irony and Humour. The cor-
relation has been calculated to determine whether the sys-
tem uses similar features for different negative topics (if the
correlation is low we are likely to have cross-domain prob-
lems). The correlation can tell us how well correlated two
topics are.

Discussion

Looking at the figures obtained in our irony detection exper-
iments, it appears that our model is more balanced in terms
of precision and recall and that our overall f-measure im-
proves over previous work having the additional advantage
of the features being easy to compute.

Now turning to the cross-domain experiments we observe
that our model performs reasonably well across-domains.
That is to say except when we try to identify humorous
tweets having trained with irony. This is in fact an inter-
esting result which may indicate that not all features of our
model are appropriate for humorous discourse, requiring the
design of additional features for this type of figurative lan-
guage.

With respect to the figurative language filtering experi-
ments, results seem promising. Our experiments can not be
compared with previous approaches directly because of dif-
ferences in datasets but we point out that in humour classifi-
cation (Mihalcea and Strapparava 2005) using specially de-
signed ”humour” characteristics accuracy results are around
76%.

Finally, our feature analysis experiments (Figures 1 and
2), we observe that features for structure, frequency, and
synonymy are discriminators of irony. Although there is
great variability across domains which is also shown in the
correlation Table 5. Where humour is concerned, we see
that features of structure, synonymy, frequency and inten-
sity also are good discriminators again with great variabil-
ity across domains. Features belonging to ambiguity and
sentiment have little discriminative power. Regarding figu-
rative versus not figurative experiment the best features are
syno lower, rarest val, word length and adj/adv max. In
comparison to education and politics, humour and irony in-
clude longer (word length) and more common words (syno
lower, rarest val). Moreover, intensity of adjectives and ad-
verbs (adj/adv max) is important characteristic as humour
and irony include more intense terms.



Training Set
Education Irony Politics

Test set P R F1 P R F1 P R F1
Education .78/.81 .78/.81 .78/.81 .55/.57 .53/.53 .46/.43 .72/.77 .71/.75 .71/.75

Irony .72/.64 .71/.61 .71/.58 .88/.89 .88/.88 .88/.88 .60/.67 .69/.63 .69/.61
Politics .73/.77 .73/.76 .73/.76 .60/.61 .56/.55 .51/.48 .80/.84 .80/.84 .80/.84

Table 3: Results of Experiment 2 when positive topic is Humour and negative topics are Education, Irony and Politics. The
table includes Precision, Recall and F-Measure for each Training/Testing topic combination written in the form “Decision Tree
/ Random Forest” as we used these two algorithms for the classifications.

P R F1
.80/.83 .80/.83 .80/.83

Table 4: Figurative language filtering results. Precision, Recall, and F-measure numbers correspond to two algorithms: Decision
Tree/Random Forest.

Figure 1: Information gain of each feature of the model. Irony corpus is compared to Education, Humour, and Politics corpora.
High values of information gain help to better discriminate ironic from non-ironic tweets.

Figure 2: Information gain of each feature of the model. Humour corpus is compared to Education, Irony, and Politics corpora.
High values of information gain help to better discriminate humorous from non-humorous tweets.



(a) Education Humour Politics
Education 1 0.76 0.96

Humour - 1 0.76
Politics - - 1

(b) Education Irony Politics
Education 1 0.48 0.89

Irony - 1 0.36
Politics - - 1

Table 5: Pearson Correlation between information gain of each feature over different topics when training on Irony (a) or
Humour (b)

Conclusion and Future Work
In this article we have proposed a novel linguistically moti-
vated set of features to detect irony and humour in the social
network Twitter. The features take into account frequency,
written/spoken differences, sentiments, ambiguity, intensity,
synonymy and structure. We have designed many of them to
be able to model “unexpectedness” and “incongruity”, a key
characteristic of both genres.

We have performed controlled experiments with an avail-
able corpus used in previous work which allow us to carried
out experimentation in different scenarios. First, we car-
ried out experiments to verify the performance of our set
of features compared with previous work obtaining promis-
ing results. Second, we have carried out cross-domain ex-
periments to show that the model can be used across do-
mains. This experiment also shows that additional features
are needed because irony and humour have their own par-
ticular characteristics. Third, we have performed an exper-
iment to try to classify figurative language obtaining ini-
tial reasonable results. There is however much space for
improvements. The ambiguity aspect is still weak in this
research, and it needs to be improved. Also experiments
adopting different topics may be useful in order to explore
the system behaviour in a more realistic situation. We plan
to model additional features to better distinguish between
the two forms of figurative language.
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