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Abstract
The discovery of new patterns in the sky and the attri-
bution of names to those patterns have thus far been an
exclusively human act. We believe that this makes con-
stellation generation a great candidate for a computa-
tionally creative system. Artistically speaking, the night
sky can be viewed as an infinite canvas and our system
leverages that fact to produce novel constellation gen-
erations without prior knowledge of existing constella-
tions. Given an image of stars, our system discovers a
pattern, identifies an object in the pattern, and assigns
it an intentional and creative name based on the object
that the pattern resembles. We argue that our system
exhibits creativity by emulating the same process by
which a human would discover a new constellation. We
describe how the system works, analyze the reception
that its generations have received, and discuss the impli-
cations and future work that could be done to improve
the system.
Source: github.com/DrewTChrist/CANIS/

Introduction
The Constellation and Name Invention System (CANIS) is
a computationally creative system for generating constella-
tions among images of stars. Finding and naming new con-
stellations is one of the oldest expressions of human creativ-
ity. For thousands of years, different cultures and civiliza-
tions have each developed their own set of constellations.
Currently, the International Astronomical Union recognizes
88 official constellations. In any case, compared to other
domains of creativity, the field of constellation creation is
unique for its longevity, its universality, and yet its relatively
small set of available artifacts.

We define a constellation as a fixed group of stars to
which a definite name has been given. It follows that a con-
stellation must consist of two discrete pieces: an interesting
or recognizable pattern of stars that collectively bear a re-
semblance to an animal or object, and an associated name
that is somehow relevant to the resembling animal or ob-
ject. The system generates novel constellations by following
a linear set of steps: image processing, pattern finding, pat-
tern matching, and intentional naming. None of these steps
are new or revolutionary when considered individually, but
we argue that our system’s creativity lies within the combi-
nation of these concepts to mimic the process that a human

would use to find a new constellation. That is, by first find-
ing an appealing pattern of stars in the sky, drawing from
their preexisting knowledge-base of human experience to fit
the pattern to an object or animal, and then assigning their
discovery a memorable name to set it apart from other con-
stellations.

Related Works
There are numerous works related to the problems that CA-
NIS tries to solve, but they typically find themselves outside
the domain of computational creativity. The list of related
works involves those with somewhat overlapping astromet-
ric and linguistic goals which will be discussed further.

Astrometric Works The word astrometric refers to a
branch of astronomy that measures the positions and sepa-
rating distances of celestial objects. Many astrometric appli-
cations require the ability to efficiently match patterns. This
particular problem is not new and several solutions have
been formulated since the need arose (Groth 1986).

Linguistic Works The demand for a quick, automated,
and creative naming solution has motivated researchers to
explore whether or not the concept can be made a reality.
Analytic and relational linguistics projects such as Concept-
Net and WordNet help to enable computational name gener-
ation, although much work remains before valuable and au-
tomatic name generation becomes a reality (Liu and Singh
2004; Miller 1995; Özbal and Strapparava 2012).

Computer Vision Works Since its initial introduction in
1914, the Hausdorff distance function has been commonly
applied to various computer vision problems. CANIS relies
heavily upon the Hausdorff distance function for pattern-
matching because it provides a useful metric for measuring
object similarity within images (Rucklidge 1997).

Approach
Neither of the authors had experience working on a com-
putationally creative system before CANIS, which in turn
allowed us to exhibit our creativity for how we approached
problems. Figure 1 is a high-level diagram that demonstrates
how the system works. The objective is to take an image of
stars as input, generate a novel constellation within the im-
age, and present it to the user.
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Figure 1: CANIS System Diagram

Knowledge-base
A knowledge-base enables a creative system to access in-
formation that directly affects its generations. To achieve
the best results, our system should have access to a vari-
ety of example objects and animals to refer to while fitting
constellation patterns. The more examples the system has
in its knowledge-base, the better the system will be able to
find a believable match and in turn a more valuable arte-
fact. Our representation of topic examples consists of a la-
bel and a set of image coordinates that represent the outline
of the topic’s silhouette. To make it easy to modify and add
to the knowledge-base at will, the examples are stored in a
database that CANIS accesses during its initialization phase.
This database was constructed from images of 2D object sil-
houettes found online. After the topic data is retrieved, it
gets used to create a local cache of the knowledge-base on
disk.

Image Processing
To begin searching for patterns among stars it is necessary
to first extract a list of coordinates representing each star in
an image. To do so, an image is first converted to grayscale
and then to binary based on a configurable per-pixel bright-
ness threshold. This preserves the position of each star in
the image above the brightness threshold while eliminating
noise and dim stars. Each pixel in the processed image is
iterated through and the coordinates of any white pixels are
appended to a list. To avoid having multiple sets of coordi-
nates that correspond to the same star, a check is performed
on each new set of coordinates to ensure that they are suffi-
ciently far away from the other coordinates in the list.

Pattern Generation Real constellation patterns vary
wildly, but seem to follow a few universal rules: patterns
are made up of between 5 to 15 stars on average, the edges
connecting patterns do not intersect, and patterns generally
contain cycles. During pattern generation, a random sub-
set of a random number of stars is selected from the full set
and processed by a minimum spanning tree algorithm to find
non-intersecting edges. This method alone can occasionally
generate interesting patterns, but by definition, a minimum
spanning tree contains no cycles which makes it insufficient
for our use case. To remedy this, a simple algorithm ran-
domly adds one to two cycles to the generated pattern to
improve its authenticity while ensuring that no intersections
are introduced. The final collection of nodes and edges is
used to build an undirected graph that is used during the vi-
sualization stage to plot the pattern over the original image.

Topic Comparison
The utilization of Hausdorff distance as a fitness metric en-
ables the system to numerically compare two arbitrary sets
of coordinates. Hausdorff distance can be understood as the
greatest distance between any point in the first set to the clos-
est point in the second set. Therefore, the Hausdorff distance
between two sets of coordinates is small when the points in
each are close to the points in the other. This property makes
it an effective metric for comparing constellation patterns to
topic examples. It is particularly useful in this case since we
store both constellation patterns and topic examples as lists
of image coordinates. To minimize the Hausdorff distance
and find the overall best-fitting topic, each topic example in
the knowledge-base is scaled to and centered over the gener-
ated pattern. Each topic example is then rotated 360 degrees
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with a new Hausdorff distance being calculated at each 15-
degree interval. The topic, scale, and rotation combination
that produced the overall smallest Hausdorff distance is se-
lected as the best fit.

For a given image, performing exactly one iteration of
pattern generation and topic comparison tended to produce
mixed results in our testing. Although the system can fit any
constellation pattern, in practice it seemed unlikely for an
arbitrary pattern to achieve a small Hausdorff distance to a
topic example. Since a smaller Hausdorff distance implies a
better fit which implies a more believable generation, we at-
tempt to remedy this by performing several iterations of pat-
tern generation and topic comparison. After each new gen-
eration, the best fitting configuration is saved and replaces
the overall best-fitting configuration if a smaller Hausdorff
score is produced. Since the system is allowed to produce
more generations, better fits tend to be found, and therefore
a more valuable artefact is produced as output. The key is
to perform enough generations for a relatively well-fitting
configuration to be found, but not so many that the same
optimized solutions are produced as output every time.

Name Generation
After a best-fitting topic is found, its label gets used as input
to our name generation algorithm. The algorithm utilizes
ConceptNet, WordNet, and Spacy to generate a unique name
(Miller 1995). CANIS utilizes one of three templates when
it comes to name generation: either a unigram, bigram or
trigram is initially selected. The unigram template consists
of either a direct hypernym or the object name itself. The
bigram is constructed out of either the combination of a verb
and the object name or an adjective and the object name.
The trigram template is constructed as a combination of an
adjective, a verb, and the object name.

Two approaches are used to gather semantically related
words for constructing names. ConceptNet appeared to be
the best resource for gathering direct hypernyms, while word
vectors and WordNet are a good combination for gathering
verbs and adjectives. Large sets of words of a certain part of
speech can be sampled from WordNet and searched through
to find the highest relational value to the object name.

Results
CANIS successfully generates novel constellations, but
quantifying the value of its generations is challenging. It
is intuitive for a human to decide whether or not they see
value within a creative artefact, but difficult to translate their
reasoning into measurable quality metrics. For this reason,
we felt that producing a survey would be the best way to
judge the quality of our system’s generations.

Survey
Our survey consisted of 8 generated constellations and 6
sentiment statements per constellation. Figure 2 gives an ex-
ample of the constellation generations that participants were
shown. Participants were asked to mark each statement that
they agreed with and were required to choose at least one
per constellation. Their submissions were anonymous and

Figure 2: Example constellation artefacts.

no demographic information was collected. Our objectives
were to gauge the human-perceived value of the system’s
generations and to pinpoint its weaknesses. The sentiment
statements we used were:

1. The constellation’s pattern is interesting.
2. The animal or object the system chose believably fits the

constellation pattern.
3. The constellation’s name is relevant to the chosen animal

or object.
4. The constellation’s name is interesting.
5. The constellation as a whole is interesting or creative.
6. I disagree with all of the above choices.

We received 10 submissions and averaged the results to
obtain an overall summary of participant sentiment.

Survey Results

Statement 1 43.75% Agreed
Statement 2 33.75% Agreed
Statement 3 58.75% Agreed
Statement 4 37.5% Agreed
Statement 5 12.5% Agreed
Statement 6 22.5% Agreed

Table 1: Averaged survey results from 10 participants.

Analysis
The survey results are given in Table 1. Although the results
were not what we hoped for, we recognize that a sample
size of 10 individuals is not substantial enough to draw any
definitive conclusions. Nonetheless, we feel that there are
still some valuable insights to be extracted from the results.
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Figure 3: As in human-derived constellations, overlaying
a transparent image helps communicate the system’s inten-
tionality.

Participants did not tend to believe that the system had
believably fit a topic to a generated pattern. We suspect
that this is due to a perceived lack of intentionality behind
fitted topics. Official constellations typically include some
transparent art overlaid as a means of assisting the viewer’s
imagination in seeing what the constellation represents, but
CANIS does not currently provide an equivalent.

A majority of participants believed that the generated
names were relevant to the topic while less than half thought
they were unique or interesting. Atypical names seem to be
considered more creative. We received additional feedback
which suggested that unigrams are perceived as significantly
less creative than bigrams and trigrams. We feel that this
criticism is fair and that an additional creative step, such as
translating the generated name to Latin, would help to rem-
edy this.

Final Discussion
We discuss the implications of CANIS among the compu-
tational creativity community, the authors’ contributions to
the project, and ideas for future work to improve the project.

Implications About our survey results, there are things
that CANIS performs well and acknowledge areas where the
system could use improvement. Although not every gener-
ation was spectacular, CANIS occasionally produced some
exciting and surprising results. Regardless of whether CA-
NIS is a truly creative system or mere generation, we cannot
dismiss the fact that the system introduces new and interest-
ing ideas into the domain. Like many other systems within
computational creativity, work performed on CANIS serves
as a preliminary example of what can eventually be accom-
plished within the field. It also serves as inspiration for ad-
ditional ideas that may be valuable or worth exploring.

Future Work In its current state, the system’s generations
lack sufficient context to convey why a particular topic was
chosen as the best fit. This makes it easy to dismiss its gener-

ations as uninspired. Generating a transparent representation
of the chosen topic image to overlay onto the constellation
pattern would allow the system to convey its reasoning and
intentionality behind its topic selection. Our vision for how
this might be implemented can be seen in Figure 3.

We provided CANIS with less than 25 topic examples
during development. Expanding the system’s knowledge-
base with additional topics would lead to increased artefact
variety and better fitting topics. Increasing the number of
examples that the system has access to should result in gen-
erations more comparable to those of a human.

A final consideration is to include metadata about each
topic in the topic database. Similarly, CANIS could be ex-
tended with methods that enable it to gather deeper semantic
knowledge about a given topic. In practice, this might look
like a query to Wikipedia or some other common informa-
tion source. This information would then be incorporated
into our name generation algorithm which would result in
better, more unique name generations. It would also help to
build a stronger argument for the system’s intentionality.
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