Automated Music Generation for Visual Art through Emotion

Xiaodong Tan
Independent Researcher
frances.tanx @ gmail.com

Abstract

We explore methods of generating music from images
using emotion as the connection between the visual and
auditory domains. Our primary goal is to express Vi-
sual art in the auditory domain. The resulting music
can enrich visual art or provide a form of translation
to facilitate enjoying visual art without reliance on the
visual system. We use pre-trained image representa-
tions and explore two different types of music mod-
elling methods based on RNN and Transformer archi-
tectures to build models capable of generating music
given an image as input. To evaluate the performance of
these methods, preliminary human and machine evalua-
tion are conducted. The results suggest that both music
generators are able to express music with an emotional
connection.

Introduction

Given a computational method to translate or supplement art
in other domains, we could make art accessible to a wider
audience and in general enrich the experience of consum-
ing art. Artists express themselves in various domains and
a single piece of art may exist in one or more of these do-
mains. Artists can be inspired by art or styles in one domain
and create in another domain. The audience can link the art
works in different domains (Ranjan, Gabora, and O’Connor
2013) and enjoy the artistic ideas in one domain by being
exposed in another domain. These connections might be es-
tablished through synesthesia, in which perception with one
sense is perceived through other senses simultaneously (Ra-
machandran 2003). It can also be argued that artistic styles
exist across domains (Hasenfus 1978) and that art works in
two domains can trigger the same perception. While the pro-
cess of generating and consuming art involves potentially all
senses, individual works of art often only exist in one or a
few domains (painting, music, ...). Can we use modern com-
putational methods to express art across domains? Different
cross-domain art has been studied such as image to music,
sculpture to painting, body movement to sound (Markovié
and Malesevi¢ 2018), image to 3-D printable vase (Horn et
al. 2015).

In this paper, we focus on the cross-domain image and
music translation. Some studies have been conducted on the
mapping between visual features (such as color) and acous-
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tic features (such as pitch) (Xiaoying Wu and Ze-Nian Li
2008; Sergio et al. 2015) while others explored existing
linked data, such as video and background musics, and used
supervised classification to learn their connections (Martin-
Gomez et al. 2019). These ideas have been used in appli-
cations such as suggesting background sound (Soler et al.
2016) or descriptive music (Martin-Gomez et al. 2019).

Motivated by the observation that both music and paint-
ings may provoke an emotional response, we build the con-
nection between the two worlds around emotions and use
emotions to create in the new domain. (Verma, Dhekane,
and Guha 2019) studied the affective relationship between
the signals from the two domains. However, this links are
not used in generation directly. (Sergio et al. 2015) pro-
posed a mapping of image features to sound features that
can potentially trigger the same emotional response from the
audience. (Madhok, Goel, and Garg 2018) generates music
based on the sentiment detected in people’s facial expres-
sion. However, the visual information is not integrated into
the model.

The rapid development in Al and deep learning technolo-
gies provide new opportunities for multi-modal creation.
Transfer-learning and deep image representations are al-
ready commonly used in computer vision tasks. These rep-
resentations are usually pre-trained with models based on
CNN architectures on large-scale image datasets, and can
be fine-tuned on downstream tasks such as image classifica-
tion. Cross-domain generative tasks, such as image caption-
ing make good use of these ideas to infuse different signals
into generative models (Vinyals et al. 2017). Our methods
are greatly inspired by these ideas.

The purpose of this paper is to fill in the gaps in the image-
music generation areas with new technologies. The major
contribution of the paper is as follows.

1. We propose the task of generating emotionally connected
music from images.

2. We use deep learning methods to fuse both the informa-
tion contained in the image and music into the music gen-
erator.

3. We explore the performance of different music generators
in terms of how well they convey the emotions in images
in their generated music.

The proposed cross-domain generation has applications



as a creative tool, and can also help people with different
perceptional preferences to enjoy art from different percep-
tions. In particular, this kind of system may give visually-
impaired people another way to enjoy visual art.

Results and media related to this work are available via a
git repository at https://github.com/sudongtan/
synesthesia.

Methodology

From a given image and piece of music labeled the same
emotion, we extract image and audio features. Then we fuse
the two sources of data into a music generator for music gen-
eration. An overview of the architecture is shown in figure
1.
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Figure 1: Image to music generator architecture.

Image Feature Extraction

An ImageNet (Deng et al. 2009) pre-trained ResNet (He et
al. 2016) CNN model is used to extract images feature repre-
sentations. In practice we use the ResNet-18 model from py-
torch-torchvision (Paszke et al. 2019; Marcel and Rodriguez
2010) and extract as features the output of the last pooling
layer.

Music Modelling

Throughout this project, music is captured in the format of
MIDI. Event-based feature extraction is used to capture the
timing and dynamics of MIDI files (Simon and Oore 2017),
including if there is note or not at a certain timestamp (if
it is a note-on or note-off event). For the note-on event, it
also included how hard the note is played, i.e., the velocity
information.

Multi-modal Encoder-decoder

After image information and music information are encoded
separately, they are fused into music decoders, based on the
model architecture of the sequence decoder. This method
is inspired by other multi-modal generative tasks, such as
image captioning (Vinyals et al. 2017) where the image and
language information are fused to text decoder and generate
text that is related to the image.

Model 1: RNN Decoder The decoder is composed of a
multi-layer RNN architecture. The initial hidden states of
the RNN are initialized to vectors that represent the image
information. For this the image features are transformed via
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a matrix multiplication such that they are compatible with
the size of the hidden state. The initial input to the RNN
is the music representation. By doing this, the decoder has
both the image and music information.

In particular, this model takes the velocity information
into consideration, so the generated music focus on the tim-
ing and dynamics of the music (Simon and Oore 2017).

Model 2: Transformer Decoder Here a Transformer ar-
chitecture is used as decoder. Transformers are a self-
attention based sequence models. Here we also initialize
the initial hidden state of the decoder based on the features
extracted from the images as inspired by Zhu et al. (2018).

The Transformer architecture is better than the RNN at
capturing the long-term structure of the music (Huang et al.
2018), i.e., the coherence of the music.

Integration of Emotion into the Model

Each training sample consists of a pair of an image and a
MIDI file with the same emotion label. In this way, the im-
age information, the music information, as well as their con-
nection are presented to the model. During inference, the
image is fed into the model and the music encoding input to
the decoder to the is randomly initialized.

Experiments and Results
Training Dataset

Image We use a dataset built for emotion recognition (You
et al. 2016) as the source of our images. The images are
classified into eight types of emotions, namely amusement,
anger, awe, contentment, disgust, excitement, fear and sad-
ness.

Music in MIDI The MIDI files with emotion labels in the
Multi-modal MIREX-like emotion dataset (Malheiro et al.
2013) are used as music data. Originally the dataset par-
titioned according to emotions into five clusters, which are
1: passionate, rousing, ..., 2: cheerful, good nature, ..., 3:
poignant, wistful, ..., 4: humorous, campy, ..., 5: aggressive,
tense/anxious, ... .

Pairing Image and Music We think that the best possible
mapping between the labels in the two datasets above is to
map music clusters 1 - 5 to image emotion labels excitement,
contentment, sadness, amusement and anger respectively. In
total there are 17,349 images and 196 midi files.

Model Training and Music Generation

Model Training Both models were trained using stochas-
tic gradient descent with Adam optimizer until the validation
loss stopped improving.

Music Generation During inference, around 600 art pho-
tos of emotions amusement, excitement, contentment, sad-
ness and anger from (Machajdik and Hanbury 2010) are
used to generate music. The music generated is around 5
- 15 seconds for the RNN model and 10 - 20 seconds for
the Transformer model. As expected, the music generated
by the RNN model sounds more dynamic but less coherent.



The music generated by the Transformer model is more co-
herent but also lacks variation.

Evaluation

For evaluations we focus on if an image and a piece of music
generated from it invoke similar emotions. To simplify the
task of labeling, we consider only their overall positive (con-
tentment, amusement, excitement) or negative (sad, angry)
aspect.

Human Evaluation Evaluators are six human beings. The
data to be evaluated are 14 pieces of generated music, in-
cluding 8 from the RNN generator and 6 from the Trans-
former generator, together with the 14 images from the
(Machajdik and Hanbury 2010) dataset from which the
pieces of music are generated. Half of the images from
each model are labeled positive, the other half are negative.
The pieces of music are selected at random but those that
were less than 6 seconds long, very repetitive or repeating
the training data were discarded. The evaluators are asked
to evaluate the emotion of the music and image on a scale
from 1 (very negative) to 10 (very positive) without knowing
which piece of music is related to which image. To remove
subjective biases the absolute ratings are transformed to rel-
ative rankings for each participant and medium (Yannakakis,
Cowie, and Busso 2017). The results are summarized in fig-
ure 2.
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Figure 2: Human evaluation results. Each point denotes the
mean relative emotion rating rank for a given image, mu-
sic pair. The error bars denote the standard deviation. The
dashed line is y = z, the ideal response.

The correlation coefficient between two mediums is 0.49
indicating that on average the emotion ratings of the gener-
ated music is correlated with the emotion rating of the source
image. We note there is one obvious outlier towards the
bottom right corner where there is consensus that the im-
age conjures positive emotion while the corresponding mu-
sic conjures negative emotions. We expect that it would take
a significantly larger evaluation experiment to determine if
there is a significant difference in performance between the
two music generators. We also observed that there was bet-
ter agreement on the images compared to the music among
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evaluators. In particular there are four pieces of music where
the ratings were very dissimilar.

A danger with this evaluation method is that evaluators
may express their fondness for a piece of work, instead of the
emotion it triggers. For example, a sad but well liked song
may be given a high rating instead of the expected low rat-
ing in accordance with the triggered negative emotion. As a
result, the quality of the generated music may strongly influ-
ence the evaluation because songs of good quality are more
enjoyable.

Machine Evaluation Here we propose an automated eval-
uation method and briefly mention a preliminary result for
the RNN generator. In order to evaluate the models on a
larger scale, we propose to train an emotional correspon-
dence classifier. This classifier takes the image and music
features as input and predicts if they express the same emo-
tion (positive label) or not (negative label).

To construct a training sample we choose an image from
the image dataset and select a crop from a randomly cho-
sen piece of music labeled with the same emotion (differ-
ent) for positive (negative) samples. The cropping is done
to artificially inflate the number of samples due to the lack
of available data. During training we construct positive and
negative samples at random and feed them to the classifier.
Training this kind of classifier has proven more difficult than
anticipated. Preliminary experiments suggest that it is hard
to beat 60% validation accuracy.

To evaluate the RNN music generation model we gener-
ate 10 pieces of music for 600 images and feed these 6000
pairs into the classifiers. We evaluated this data with one
of the better performing classifiers. It predicted 63% of the
samples have similar emotions. Therefore we think that even
though this seems to be a difficult problem and there is much
room for improvement, this method does have potential for
automated evaluation of our music generators.

Discussions and Future Work

Technically, one major issue is how to label the emotion of
the image and music. Manual browsing of the images and
music revealed that some of the labels surprised us. Ideally
we would use a stronger connection between the auditory
and visual domain and not rely solely on a single word emo-
tion label. Another direction we would like to explore is
how to fully use the supervised information. The emotion
recognition for image and music respectively can be used to
learn better representations of the features.

We explored training a image-music emotion correspon-
dence classifier in the evaluation. We like the fully auto-
mated nature and scalability of this evaluation method com-
pared to using human evaluators. It could be incorporated
into our workflow of building better music generators. In
particular, it could be further explored to play a discrimina-
tor role in a Generative Neural Network.

While we would not expect all the music generated with
our methods may be suitable for use, we think it provides
artists with a exploratory tool to enrich their visual artwork.
In practice an artist may generate multiple pieces of music
and filter or further process them to their liking. In other



words it could reduce the minimal effort required to find
suitable music to supplement a visual art piece from mu-
sic composition to music curation. We hope this could lead
to better accessibility of visual art in the future.
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