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The importance of reproducibility has been recognised 
as one of the crucial elements of research especially in 
life sciences, but also in other disciplines, e.g. medicine, 
social sciences, natural language processing who have 
acknowledged the reproducibility crisis. In this paper, 
we discuss the issue of reproducibility in the field of 
computational creativity. We present the findings from 
an indirect reproducibility study that assesses the trans-
parency of available information to allow reproducibil-
ity. It does so through the analysis of articles published 
in ICCC proceedings, which has shown that most com-
putational creativity (CC) publications until now have 
provided very little with regard to documentation and re-
sources needed for reproducibility and replicability of 
the published results. By reviewing best practices from 
the broader scientific community and considering the 
particularities of CC recommendations are put forward 
that will hopefully inspire the creation of standards and 
practices related to reproducibility and improve the reus-
ability of CC research within the CC community and be-
yond. 

 Introduction 
The goal of science is acquiring knowledge about the world 
for which it depends on the “ability of the scientific commu-
nity to scrutinize scientific claims and to gain confidence 
over time in results and inferences that have stood up to re-
peated testing” (CRRS1 2019). Science is thus an iterative 
but also collaborative process that advances (more effi-
ciently) when researchers can build upon others’ work, re-
produce and reuse their results. For this to work scientists 
should as much as possible share data, methods and results, 
report uncertainties about their findings, and share not only 
positive, but also negative results. 
 While it is hard to claim that science is fully "objective", 
building trust in science requires standards and procedures 
that are accepted by scientific community.  Karl R. Popper 
(1934 [2002]) claimed that “the objectivity of scientific 
statements lies in the fact that they can be inter-subjectively 
tested”. So for him “objectivity” did not depend so much on 

 
1 Committee on Reproducibility and Replicability in Science (US 
National Science Foundation). 

the correspondence of a scientific claim to facts as it did on 
its verifiability: whether it can be tested and put under ra-
tional scrutiny. Over the years, common scientific practices 
and standards have evolved such as reproducibility, which 
many see as a cornerstone of the scientific method since it 
enables the scientific community to confirm or refute re-
search results, but also allow for reusability of prior re-
search.  
 Reproducibility is not by itself concerned with the cor-
rectness of the results or the process. More importantly, as 
long as research is reproducible bugs in the code and flawed 
methodology can become transparent for other researchers 
who can improve the original work and so scientific critique 
and progress can be made. Reproducibility thus stands for 
providing a complete and unambiguous description of the 
entire process from raw data to the final results. “[…] When 
a researcher transparently reports a study and makes availa-
ble the underlying digital artefacts, such as data and code, 
the results should be computationally reproducible” (CRRS 
2019). 

While reproducibility is concerned with obtaining quan-
titative scientific results by independent scientists using the 
original datasets and methods, replicability is as important, 
since it concerns validation of specific findings with other 
datasets and implementations of the original methods (Stod-
den 2014, Branco et al. 2017). Not less important is reusa-
bility referring to the capacity to reutilize a novel component 
from the original research in another system even when in-
sufficient resources are provided to allow for reproduction 
of experiments.  
 In the recent years, however, concerns about reproduci-
bility and replicability – widely considered as hallmarks of 
good science – have increased in the scientific community 
and critical articles in high-profile mainstream media even 
spoke of a reproducibility “crisis” (Nature 2016, The Econ-
omist 2013, Branco et al. 2017). The quality  of empirical 
results has been questioned and importance of reproducibil-
ity highlighted in many fields, such as (bio)medicine (e.g. 
Prinz et al. 2011; Ioannidis 2005), neuroscience (Button et 
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al. 2013), economics (Camerer et al. 2016), language tech-
nologies (Branco et al. 2017) etc.  
 The ability and effort required from other researchers to 
replicate experiments and explore variations depends heav-
ily on the information provided when the original work was 
published (Gundersen et al. 2018). We believe that, even if 
not applicable to all types of papers, for majority of scien-
tific papers which describe empirical studies one can claim 
that if published research is not reproducible, it is of much 
less value. 
 By taking into account the specificities of Computational 
Creativity (CC) field this paper elaborates on the importance 
for the CC community to share with their published research 
complete and sufficient documentation about the used digi-
tal artefacts (e.g. datasets, code), methods and complete re-
sults to facilitate reproduction and replication.  
 

Relevance of Reproducibility for the CC Field 
 As a sub-field of Artificial Intelligence research, Compu-
tational Creativity (CC) is the philosophy, science and engi-
neering of computational systems which, by taking on par-
ticular responsibilities, exhibit behaviours that unbiased ob-
servers would deem to be creative. (Wiggins, 2006; Colton 
and Wiggins, 2012). As mentioned by Colton and Wiggins 
(2012) the methodological requirements for evaluation are 
crucial for the field, where they  emphasise the involvement 
of unbiased observers in fairly judging the behaviours ex-
hibited by CC systems. 
 While in CC there are different types of papers and con-
tribution made, we believe that at least for technical and sys-
tem presentation papers, the reproducibility is very im-
portant underlying aspect, which would allow for better and 
quicker development of novel systems in the field, more 
transparent evaluation of different systems, easier update of 
the research by novel researchers in the field, and better in-
tegration of previous work in novel systems. One could 
question, whether in the field where creativity and novelty 
is at the core, there is place for reproducibility,  but we argue 
that striving for scientific research standards could be bene-
ficial to an evolving field such as CC and could help its pro-
gress. As has been shown already by Platt (1964) particular 
scientific fields move more rapidly because they adopt sys-
tematic research methods. 
 Thus, in similar ways as other scientific fields, CC could 
try to rely more on reproducible experiments to validate re-
search results, new discoveries and practices. We propose 
that the CC community should, whenever possible, strive to 
facilitate reproducible and replicable research by adequate 
experimental design and methods as well as clear and com-
plete documentation in the publications. We advise to estab-
lish practical and pragmatic practices on how to document 
the scientific methods and resources so that reproducibility 
and replicability of CC research results is feasible in prac-
tice. In addition, sharing the code and developed tools would 
allow easier introduction to the field of new researchers and 
would be beneficial for the promotion of the field across dis-
ciplines and communities. 

 This paper presents the findings from an indirect repro-
ducibility study that assesses the transparency of available 
information in published CC research to allow reproducibil-
ity. As will be shown in the analysis of International Con-
ference on Computational Creativity (ICCC) proceedings 
most CC publications until now have provided very little in 
regard to documentation and resources that would allow, let 
alone facilitate, reproducibility and replicability.  
 It is crucial for CC as a scientific field to understand the 
reasons for that and to address these issues with the goal of 
improving transparency of the published research. While 
this paper can’t fully answer this question it aims to raise 
awareness of these issues among the CC community and in-
spire further inquiries and work that would bring about bet-
ter reproducibility and replicability practices that would 
subsequently lead to fewer studies that do not reproduce or 
replicate.  
 

Background and Related Work  
In response to the already mentioned concerns about repro-
ducibility of science by both the scientific and mainstream 
media the US Congress initiated in 2017 an assessment that 
resulted in a comprehensive 2019 report Reproducibility 
and Replicability in Science prepared by the Committee on 
Reproducibility and Replicability in Science (CRRS). Be-
cause the terms reproducibility and replicability are some-
times used interchangeably or have different and even con-
flicting meanings depending on the scientific field we use 
the definitions proposed by CRRS (2019): 
 

“Reproducibility is obtaining consistent results using the 
same input data; computational steps, methods, and code; 
and conditions of analysis.” 

 
“Replicability is obtaining consistent results across stud-
ies aimed at answering the same scientific question, each 
of which has obtained its own data.” 

 
 The same Committee further specifies that reproducibility 
involves the original data and code, while replicability in-
volves new data collection to test for consistency with pre-
vious results of a similar study.  
 From a slightly different angle: “replicability or repeata-
bility is a property of an experiment: the ability to repeat – 
or not – the experiment described in a study” (Cohen et al. 
2018). Reproducibility, on the other hand, is a “property of 
the outcomes of an experiment: arriving – or not at the same 
conclusions, findings, or values” (ibid.).  
 In addition to the above two terms we point also to reus-
ability of the code. So when complete experimental re-
sources necessary for reproduction or replication are not 
available, we believe that reuse of the accessible compo-
nents can still be beneficial as it allows the community to 
collaborate and develop further as well as trigger more in-
terest from the neighbouring scientific and engineering do-
mains. 
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Results from Reproducibility Studies  
 As noted by Peng (2016), reproducibility which initially 
sounds like a trivial task has shown that it’s not always easy 
to achieve. The CRRS reviewed a collection of reproduci-
bility studies across a variety of scientific fields and found 
that “[…] systematic efforts to reproduce have failed in 
more than one-half of attempts made, mainly due to insuffi-
cient detail on digital artifacts, such as data, code, and com-
putational workflow” (CRRS 2019).  
 The famous 2016 survey “Is There a Reproducibility Cri-
sis?” by Nature assessed ten factors that turned out to ma-
jorly contribute to irreproducible research and came to sim-
ilar conclusions. Among the factors were: selective report-
ing, methods and code unavailable, poor experimental de-
sign,  pressure to publish, low statistical power, not repli-
cated enough in original lab, raw data not available from 
original lab, and others  (Nature 2016). 
 A study on reproducibility in artificial intelligence (AI) 
sampled 400 papers from the AAAI and IJCAI conferences 
and found that computational AI research was not docu-
mented systematically and with enough information to sup-
port reproducibility (Gundersen and Kjensmo 2018).  
 Similarly  in a recent study Repar et al. (2019) analysed 
several influential papers on bilingual terminology extrac-
tion (a field of NLP) from the past 25 years where they as-
sessed the dataset, code and tool availability for the purpose 
of reproducibility and replicability. A surprising observation 
was that not one from the sampled papers made experiment 
code available and only a few provided links to tools where 
experiments were conducted. This severely hinders replica-
bility. Repar et al. furthermore attempted to replicate one of 
the analysed papers (Aker et al. 2013) and despite closely 
following the original paper they obtained significantly 
worse results than the paper’s authors.  
 

Sources of Irreproducibility and Irreplicability 
 The above studies exemplify how difficult of a task it is 
to reproduce or replicate research that lacks experiment 
code, datasets and complete information about the imple-
mentation. The CRRS (2019) also claims that the greatest 
barriers to reproducibility are inadequate recordkeeping and 
non-transparent reporting. It thus follows that efforts to en-
courage more transparency in scientific publications would 
be beneficial. 
 According to CRRS (2019) there are a number of factors 
that make reproducibility of published research so difficult 
to achieve. In addition to missing access to non-public data 
and code the Committee also mentions inadequate record 
keeping (steps followed), non-transparent reporting, obso-
lescence of the digital artefacts, etc.  
 There is an important “conflict” of incentives between re-
searchers who conducted the initial study and the independ-
ent researchers who attempt to reproduce the results. As 
Gunberrger et al. (2017) have argued: “independent re-
searchers trust an empirical study’s results increasingly with 
the amount of documentation that is shared with them, while 
the effort to reproduce the results increases when the amount 

of documentation is reduced. […] On the other hand, the ef-
fort to document the research increases for the original re-
searchers with the amount of documentation that needs to be 
shared, while the generality of the method is increased if in-
dependent researchers reproduce the results given less doc-
umentation”.  
 All research should be reproducible but it can be expected 
that not all research will replicate due the inherent risks of 
statistical procedures, researchers’ mistakes and biases (e.g. 
selection of methods that confirm the desired hypothesis, or 
selecting the hypothesis only after seeing the data, splitting 
data into subsets that lead to desired results, etc.). Conse-
quentially preregistration is becoming more and more an ac-
cepted norm to deal with these problems. It requires re-
searchers to register all relevant aspects and information 
about the scientific study (data collection, hypotheses, meth-
ods used, etc.) before they start with the research. 
 

Reproducibility and Replicability Best Practices 
 The CRRS issued several recommendations for ways on 
how researchers, academic institutions, journals, and fun-
ders should help strengthen rigor and transparency in order 
to improve the reproducibility and replicability of scientific 
research. One of the most important recommendations for 
our analysis states (recommendation 4-1): “To help ensure 
the reproducibility of computational results, researchers 
should convey clear, specific, and complete information 
about any computational methods and data products that 
support their published results in order to enable other re-
searchers to repeat the analysis, unless such information is 
restricted by non-public data policies. That information 
should include the data, study methods, and computational 
environment” (CRRS 2019).  
 As proposed by Repar et al. (2019) availability of datasets 
is an essential prerequisite for successful replication, while 
having access to original code greatly increases the ease or 
reproducibility and replicability experiments. In terms of 
record keeping a full compendium of artefacts is required 
from the original researcher. The CRRS specifies that the 
“computational details that need to be captured and shared 
for reproducible research include data, code, parameters, 
computational environment, and computational workflow” 
(CRRS 2019). 
  The CCRS report states that even when a project’s data 
are publicly available the analytical methods described by 
authors in scientific papers often lack sufficient guidance to 
reproduce the results. As also noted by Repar et al. “[…] even 
code itself is sometimes not enough without additional im-
plementation notes and information on the operating sys-
tems and software used.” The recommendation 6-1 by the 
CRRS (2019) addresses this problem: “All researchers 
should include clear, specific, and complete description of 
how the reported result was reached.” The Committee fur-
ther specifies, which details should be included (e.g. clear 
description of all methods used, data management, discus-
sions of uncertainty, etc.).  
 The modern standard for reproducibility of research is to 
use computer code for everything. Meaning, it should be 
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avoided to do even minimal changes to the data (pre-pro-
cessing), generation of visualisations and so on manually  as 
it can introduce errors and such workflows are mostly not 
recorded and thus undetectable to others. Computer code, on 
the other hand is way less ambiguous and there is less room 
for misinterpretation. 
 Of course not all researchers have high computer pro-
gramming skills and there are other ways how they can share 
or execute reproduction and replication experiments. In-
stead of, or better, in addition to sharing experiment source 
code a web tool (e.g. ClowdFlows2) can be used to replicate 
the experiment and enable others – especially those with less 
or no programming skills – to reproduce their results. 
“Availability of a tool or application (online or offline) 
where experiments can be conducted eases reproducibility 
and replicability, but also enables the reusability of results 
by a larger community” (Repar et al. 2019).   
 Journals and scientific societies have an especially im-
portant role to play in improving the reproducibility of re-
search output. As is suggested in recommendation 6-7 
CRRS (2019): “Journals and scientific societies requesting 
submissions for conferences should disclose their policies 
relevant to achieving reproducibility and replicability.” The 
CRRS encourages these entities to set and implement de-
sired standards of reproducibility and replicability and make 
this one of their priorities. It also proposes the adoption of 
policies to reduce the likelihood of non-replicability with 
specific measures. 
 At Nature authors when ”submitting manuscripts to Na-
ture journals would need to complete a checklist addressing 
key factors underlying irreproducibility for reviewers and 
editors to assess during peer review […]. Nature’s checklist 
was designed, in part, to make selective reporting more 
transparent. Authors are asked to state whether experimental 
findings have been replicated in the laboratory, whether and 
how they calculated appropriate sample size“ (Nature 
2018a). 
 Gundersen et al. (2017) points out that reproducibility is 
concomitant with open science, which involves sharing 
data, software, and other science resources in public reposi-
tories using permissive licenses. He also notes the FAIR 
Guiding Principles for Scientific Data Management and 
Stewardship, which are increasingly associated with open 
science and ensure that science resources have the necessary 
metadata to make them findable, accessible, interoperable, 
and reusable (Wilkinson et al. 2016).  
 Connected to open sicence is also modern digital scholar-
ship that promotes credit to scientists who document and 
share their research products through citations of datasets, 
software, and innovative contributions to the scientific en-
terprise (Gundersen et al. 2017).   
 

Reproducibility in CC Community 
CC can be seen as a field of science with diverse research 
and engineering methods and output. It is thus not always 

 
2 http://clowdflows.org 

appropriate to draw direct comparisons with other scientific 
research areas. Best practices from physics or life sciences 
are not necessarily transferable as the results and evaluations 
of scientific inquiries are more uniform and adapted to that 
particular field.  
 Nonetheless, CC should as far as appropriate compare its 
reproducibility and replicability practices to standards estab-
lished in the general scientific domain and best practices 
from similar disciplines such as artificial intelligence. This 
is crucial so CC can stay in touch with reproducibility trends 
and will drive it to maintain the highest possible scientific 
standards so it can strengthen its status as a scientific disci-
pline. 
 Computational creativity research as it is now defined and  
centred around the Association for Computational Creativ-
ity is still a relatively new field. In 1999 the yearly Interna-
tional Joint Workshops on Computational Creativity started 
but an even wider global research community began to 
evolve with ICCC conferences the first of which was held in 
Lisbon 2010. With an international conference and in-
creased research activity CC as a field of research started to 
mature and establish its place in the broader scientific com-
munity.  
  As has been explained earlier the cornerstone of science 
is verification – the process by which scientists confirm the 
validity of new findings or discoveries by repeating the re-
search that produced it (CRRS 2019). This has lead us to 
reproducibility and replicability as practices ensuring that 
this is possible and our central goal of this paper – to review 
these practices among the CC community. 
 To get a bird’s-eye-view about the state of reproducibility 
and replicability of the published research at the past ICCC 
conferences we analysed what we consider to be the centre-
piece of modern reproducibility and replicability practice –  
the sharing of experiment source code, datasets and other 
relevant resources for the published research by means of 
public online repositories. Nowadays, there is a plethora of 
repositories for sharing datasets (see e.g. CLARIN initia-
tive), and code (e.g. GitHub, GitLab).  
 We decided to measure GitHub links as a simple indicator 
to give an approximation about the trend and frequency  of 
referencing digital repositories in CC articles published in 
ten years of ICCC proceedings (2010-2019). While ac-
knowledging that GitHub by no means is the only possible 
way to share reproducibility related documentation it has 
since its launch in 2008 become the largest host of source 
code in the world and is thus a good candidate to give a hint 
on the practice of sharing digital artefacts such as source 
code and datasets in digital repositories within the CC com-
munity. 
 As can be seen in Graph 1, the GitHub links only slowly 
begin to appear in 2015, which is the year when GitHub al-
ready became the largest public online repository in the 
world, and a relative increase can be observed in 2019. 
However, as will be shown in the more detailed analysis of 
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the ICCC proceedings of 2019 the actual links hosting re-
sources necessary to reproduce the authors’ published re-
search are even in 2019 still quite rare – many of the in-
cluded GitHub links point to third party resources used such 
as libraries, related source code, etc.  

 

 
 
 
 
 
 
 
 
 
  
 

Graph 1: Trendline of GitHub Links in ICCC Proceedings 2010-
2019.  

 

Analysis 
In order to get a better understanding about where the CC 
field is now with regard to reproducibility and replicability 
of research, we decided to analyse closer the CC articles 
published in the Proceedings of ICCC 2019 (Grace et al. 
2019), which offers a good overview on where the field 
currently stands. It is important to note that the conference 
in 2019 marked the 10th anniversary of ICCCs, which sig-
nals that the CC as a field of research is maturing and that 
research practices and publishing standards in this scien-
tific community are by now sufficiently established. 
 We have selected 34 articles from the proceeding (ibid.) 
that fall in the category of technical and system and resource 
description. The identification of the category has not been 
clear-cut as the category is not stated in the proceedings. The 
sample tried to include all of the articles that use empirical 
research or engineering approaches, where verification and 
thus reproducibility and replicability should be possible. We 
have omitted all of the articles from the creative submis-
sions, those proposing theoretical frameworks, and method-
ologies.  
 As there are no standards yet regarding reproducibility 
and replicability in the CC community we relied on best 
practices in the wider scientific community presented ear-
lier. The analysis of the sampled papers does not intend to 
expose, which tick-boxes a certain article failed to satisfy 
but rather to give an indication on which of the important 
digital artefacts are currently being shared in the CC com-
munity’s research papers.  
 The selected articles have been analyses for four indica-
tors: raw data, source code, application or online tool, and 
complete results. These represent the minimum standards 
for reproducibility and replicability of scientific research 
that we consider crucial for the progress of CC as a field of 
scientific research. They are also easy to identify and are 
likely be considered indisputably beneficial for the progress 

of open science and research by the CC community. How-
ever, deeper analysis of the factors relevant for reproduci-
bility residing in the content of the articles is needed once 
more clear standards and policies by the ACC are estab-
lished. 
 In the four selected indicators we were looking for 
whether the particular digital artefact has been shared by the 
author via a link directing to a digital repository or website 
that included complete or sufficient resources that would al-
low reproduction and replication of the study. This is in line 
with the already mentioned recommendation by CRRS 
(2019) stating that “researchers should convey clear, spe-
cific and complete information about any computational 
methods. […] That information should include the data, 
study methods, and computational environment.”   
 No special software has been used for identifying the se-
lected indicators, which have been searched and analysed 
manually from the pdf version of Proceedings of ICCC 2019 
(the same approach has been used to count GitHub links in 
ICCC proceedings (2010-2019)). 
 

Findings 
The analysis of the 34 sample papers from the ICCC 2019 
proceedings (Grace et al. 2019) shows that only a minority 
of articles that have been accepted to the ICCC 2019  include 
the most crucial elements needed for reproducibility and 
replicability. As can be seen on Graph 2 only 20.6% of the 
analysed articles shared the dataset, 17.6% shared the source 
code, 14.7% provided links to web tools or applications, and 
only 8.8% shared complete results.   

 
Graph 2: Percentage of Papers Sharing Reproducibility Re-

sources (Indicators). 
 
 Only 32.4% of papers provided at least one of the ana-
lysed digital artefacts, which means that more than two 
thirds of the published papers did not provided any kind of 
resource that is indispensable for the reproduction or repli-
cation of the published research. This raises the question 
why authors don’t provide access to artefacts related to their 
research: is it a lack of concern, time, or will for the extra 
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effort needed to prepare the most basic resources or an in-
tentional decision of keeping the research for themselves for 
various reasons?   
 While most papers offer at least some sort of description 
and sometimes mention the source of the dataset used for 
their experiments this does not suffice to allow others to re-
produce their work. Also providing links to home pages 
from where the data has been obtained is not really useful 
for replication as the exact dataset would be needed. 
 A few papers mentioned or provided links to third party 
code that has been used or adapted for their research (e.g. 
libraries of specific components) this did not match the re-
quirements of our source code indicator as only the complete 
experiment code that was used for the published research 
allows it to be reproduced and replicated.  
 In general it seems to be the prevalent praxis that authors 
in their papers include only samples of the data, code, pseu-
docode, results or screenshots from their web applications. 
This does not permit others to reproduce or replicate the re-
sults and to allow new members of the community or re-
searchers from other scientific communities to be able to de-
velop upon previous research. 
 One of the few provided links to web applications pre-
sented in some of the papers and one link to results were 
broken. In the first case we counted the link as being pro-
vided as a working link could be found in the shared GitHub 
repository. As more links will become obsolete with time 
ways to make access to resources permanent should be 
sought. 
 There have also been cases where functioning web plat-
forms that resulted from the research are mentioned but no 
links are provided. If the research output is proprietary and 
the source code or the applications built are not intended for 
the public use it would be appropriate to clearly state this.  
 

Discussion and Recommendations 
 We recognise that the predominant interest in CC is for 
the final research output (e.g. creative systems and artifacts) 
and that because of this documentation of other aspects of 
the CC research can fall short, which could on the long-term 
have negative effects for the CC field. It is thus important to 
draw attention to the described practices of reproducibility 
and replicability of scientific research that will allow CC to 
develop more efficiently.  
 CC researchers should follow best practices from other 
scientific disciplines and “describe methods and data in a 
clear, accurate and complete way” (CRRS 2019). In addition 
accessibility of complete results is especially important for 
the now predominant cases where source code and tools are 
not available together with the input dataset. As has been 
argued by Colton and Wiggins (2012), “in many projects, 
the output is carefully scrutinised by the program’s author, 
and only the best examples are shown to audiences, or used 
as exemplars in research papers, etc.” They refer to the cu-
ration coefficient as a means to understand the performance 
of a particular creative system. In this regard the availability 

of complete results give a better sense on the representabil-
ity of the few output examples that are usually included in 
the papers. 
 Publishing and research practices that were discussed ear-
lier and are presented in our recommendations can improve 
reproducibility and replicability in the CC research but they 
clearly require additional efforts from the authors particu-
larly as they incorporate them in their work habits. But there 
are also direct benefits to the authors. Gundersen et al. 
(2017) state ten benefits, among them: practice open science 
and reproducible research; receiving credit for all your re-
search products (by citing software, datasets, and other 
products); increase the number of citations to your publica-
tions (well-documented articles receive more citations); im-
proved chances of being funded; improved management of 
your research assets, etc. 
 The benefits to the CC community are clear: maintaining 
repositories for CC code, tools and data, would make the 
field more attractive to young researchers, facilitate teaching 
of CC and allow for fruitful exchange of results between the 
neighbouring fields (e.g. NLP and CC). 
 What follows is a list of some general recommendations 
relating to data repositories, source code, the presentation of 
results, and more that could inspire standards for facilitating 
reproducibility. 
 

Reproducibility and Replicability Recommendations for 
the CC Community (Researchers and Institutions): 

1. The complete data, source code and results should be 
findable and accessible via shared open repositories 
(e.g. GitHub, GitLab, etc.); while informative, sam-
ples of the data and source code, pseudocode, tool 
screenshots, etc. in the paper are not enough. 

2. In case of dataset restrictions (e.g. privacy, intellec-
tual property constrains) or other valid reasons for 
not sharing digital resources, this should be ex-
plained. When feasible, permissions should be ar-
ranged for reproducibility purposes. 

3. Provide description and documentation of the exper-
imental design, hardware and software used, and a 
digital record of the workflow (e.g. data selection and 
manipulation, parameters, results at different stages, 
etc.). Use computer code for every step in the exper-
iment as it provides a clearer and less unambiguous 
record of all steps (e.g. avoid manual data manipula-
tion that can introduce errors and is undetectable).  

4. Use integrated analyses and reports that combine 
code with data manipulation and visualisations (e.g. 
Jupyter notebook). 

5. Strive for at least one replication by e.g. colleagues 
before submission for publication, which will expose 
weaknesses in the documentation. 

6. ACC should promote clear transparency require-
ments through standards and policies for reproduci-
bility and replicability.  
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7. ICCCs could introduce a reproducibility and replica-
bility submission checklist. 

8. ACC could promote and publish more replication 
studies (e.g. as a special paper type in the ICCC call 
for papers). 

9. ACC could promote and support preregistration be-
fore the start of CC research to avoid replicability pit-
falls (e.g. researcher’s biases, etc.).  

10. Make proper use of statistical methods; estimate and 
report uncertainties in results. 

11. Use persistent links (PURL) for all shared resources 
or have associated digital object identifiers (DOI) so 
the shared resource is findable and available perma-
nently. 

12. ACC could establish an open online repository for 
research output submitted to ICCCs so it would be 
accessible on one place for the CC community and 
other interested parties.  

13. The ACC and ICCC’s should promote the use of web 
tools in research (e.g. ClowdFlows) that would make 
reproducibility simpler and bring CC research results 
closer to people with less programming skills. 

14. All members of the CC community should as much 
as possible promote, practice and support open sci-
ence, the FAIR principles and digital scholarship. 

 
Other relevant recommendations for data, source code, ex-
periments and workflows, digital records and more can be 
found among others in Gundersen et al. (2017), CRRS 
(2019) and Repar et al. (2019).  
 

Conclusions and future work 
 We have tried to argue that the CC community needs to 
recognize the benefits of reproducible science. We believe 
the CC community should strive for a more open and col-
laborative research by sharing, verifying and building upon 
each other’s research. Because of this CC researchers, pub-
lishers and institutions should strive to adopt better repro-
ducibility and replicability practices and ensure that its re-
search is transparent and well documented to make repro-
ducibility as feasible as possible in practice. 
 The present analysis of the factors for reproducibility and 
replicability in CC research has only looked at the most 
basic requirements. As potential future studies might show 
any attempt at reproducing CC research in practice will 
likely need more detailed information and digital record of 
the entire experiment: data manipulation, parameter set-
tings, workflow, software, interim and complete final re-
sults, etc. 
 The findings of this indirect reproducibility study open 
the question on how the necessity to reproduce and repli-
cate scientific results is perceived by the CC community. 
What are the reasons for the relatively low attention given 
to these aspects?  

 In future work, we plan to analyse a larger sample of the 
archives, and complement the research with a survey and in-
terviews, which would allow for understanding of the re-
searchers' attitudes towards this topic. We strongly believe 
that encouraging the community to enable reproducible ex-
periments by sharing the resources and tools is of crucial 
importance and can drive CC as a scientific field even fur-
ther. It will increase visibility and position it along other sci-
entific strands that build upon the foundations of falsifiable 
and verifiable science that allows human knowledge to ex-
pand. Isn’t this the goal after all?  
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